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AUTOMATION OF VERIFICATION OF THE PROPERTIES  
OF MATERIALS OF ADDITIVE MANUFACTURING  

WITH CARBON FIBER REINFORCED PRODUCTION OF FDM 

Aleksandr Chabanenko  
Saint Petersburg State University of Aerospace Instrumentation 

E-mail: Chabalexandr@gmail.com

Abstract. The article presents the results of mechanical tests of models made using two 3D printing tech-
nologies, layer-by-layer fused deposition (FDM) and continuous carbon fiber (CFF). Both technologies 
use materials based on Polylactide (PLA) or nylon (PA) reinforced with carbon fibers. The work includes 
both uniaxial tensile testing of the materials under study and metrological measurements of surfaces ob-
tained using two 3D printing technologies. The test results showed a significant impact of the type of 
technology on the strength of the constructed models and on the quality of the technological surface lay-
er. After analyzing the parameters of the primary profile, roughness and waviness, it can be clearly stated 
that the quality of the technological surface layer is much better for CFF models compared to FDM tech-
nology. In addition, the tensile strength of parts made of carbon fiber-rich material is much higher for 
specimens made with CFF technology compared to FDM  

3D printing technologies have been known since the 1980s. At this time, the first program based 
on CAD modeling and the first 3D printers were created. Among the most commonly used technologies 
are fused deposition modeling (FDM) and equivalent fused filament generation (FFF) methods. These 
technologies are popular because of their simplicity, the affordability of professional machines, and low 
material costs. 

In addition, 3D printing contributes to the development of composite models with new innovative 
characteristics. Due to improved accuracy, FDM technology can be used to print enclosures for electronic 
equipment [1]. 

Today, models are made of various materials such as PLA (polylactic acid), ABS (acrylonitrile 
butadiene styrene), nylon (PA) and many of their modifications. In this way, FDM technology has found 
wide application in various industries, not only because of the advantages mentioned, but also because of 
the ease of post-processing of components, such as heat treatment, chemical treatment, machining, polish-
ing, painting or coating. 

Changing the composition of materials for FDM is popular, especially the addition of various 
substances to improve the mechanical properties. These additives may include components that reduce 
the hardness of the material to 30 Shore, flame retardants for applications in the aviation industry, and 
additives that enhance mechanical properties such as carbon fibers and fiberglass. Some additives provide 
electrical conductivity and have magnetic properties. For example, the addition of glass and carbon fibers 
is interesting because this material requires only a slight increase in the temperature of the printhead ex-
truder. Glass and carbon fibers are widely used in selective laser sintering (SLS) technology, where their 
addition improves properties, increasing strength and reducing anisotropy of mechanical characteristics 
(especially in rheological testing) and accuracy, which is especially important in the production of thin-
walled elements. 

Compared with traditional laminated carbon fibers, carbon fibers made using FDM 3D printing 
technologies are highly durable and retain all the benefits inherent in carbon fibers due to the nature of 3D 
printing and the reinforcing power of carbon fibers.  

In addition, it is important to note that the surface quality of products created using 3D printing is 
subject to careful analysis, including the study of the surface roughness and waviness profile parameters. 
This is of particular importance for FDM technology, where a single layer can be as thick as 0.2 mm. The 
impact of 3D printing parameters on surface quality, including roughness and waviness, is a subject of 
research, and analysis methods include both traditional measurement methods and modern approaches 
based on multi-scale analysis. 

The addition of carbon fibers to PLA-based materials is justified and significantly improves their 
strength characteristics. This article examines not only the strength but also the surface roughness of 3D 
printed parts from carbon fibers derived from shredded PLA. These fibers are made by two common 
technologies: FDM and CFF [2]. 
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Fig. 1. Structural model: (a) PLA; (b) PA 

The 3D models in Fig. 2 were created using SolidWorks software. These models were then ap-
proximated using triangles to create STL files [3]. 

To ensure accurate replication of the 3D sample models, two tolerance parameters were taken into 
account when saving the files in STL format: a linear tolerance of 0.01 mm and an angular tolerance of 
1°. The resulting STL 3D model sample was approximated using 652 triangles, as shown in Fig. 3. Sam-
ple models were placed on a construction platform with the metrologically measured surface marked. 

Fig. 2. Specimen dimensions 

Fig. 3. Sample STL model 

_________________________________________________________________________________________________________

Fused Deposition Modeling (FDM) technology is one of the most common in the field of 3D 
printing. In this method, the plastic-based material is heated in the printhead to a temperature slightly be-
low the melting point, then extruded through a nozzle and deposited onto the current layer of the model. 
This technology used materials such as PLA, ABS, nylon, as well as materials with additives such as car-
bon fiber. 

Continuous Filament Fabrication (CFF) is an advanced technology based on the principles of 
FDM. The printer includes a print head with two independent extrusion nozzles: one nozzle is designed to 
print plastic filaments and the other to print reinforcing fiber. These two nozzles work in series: first, a 
plastic filament is printed, then a continuous fiber is applied to the previous layer of plastic, combining 
them. This makes it possible to create composite materials with using different types of reinforcing fibers, 
such as fiberglass, carbon fiber, Kevlar and others Fig. 1. 
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Fig. 4. Three-dimensional model on a construction tray 

For the production of samples using FDM technology, PLA material with the addition of carbon 
fibers was used with the following process parameters: layer thickness – 0.2 mm, extruder temperature – 
250°C, and filler – 95%. 

To prepare samples using CFF technology, the following steps were performed: 
Creating a 3D model and converting it to an STL file, similar to FDM models [3,4]. 
Upload the STL file to the Eiger cloud slicer software provided. Eiger allows you to control the 

placement of reinforcing fibers and adjust printing parameters such as fill pattern, fill density, roof, floor 
and wall layers, fiber type, fiber fill type, number of fiber layers, fiber orientation, fiber rings, and more. 
All of these parameters affect the mechanical properties of the final part. 

Preparation of three sets of samples for experimental tests, each containing ten samples. 
The first set of samples, marked with the letter "O" (Fig. 5a), had a 100% basic filling, which 

means a completely solid structure. These specimens were made exclusively of Onyx material with the 
installation of two wall layers 0.100 mm high and a consumption of 1.56 cm³ of Onyx material [1]. 

The second set of samples, labeled "ON" (Fig. 5b), had a basic fill of 37% pure Onyx with a tri-
angular pattern, two wall layers, a layer height of 0.100 mm, and an Onyx material flow of 1.09 cm³. 

The last set of samples was reinforced with carbon fibers and labeled with the letter "C". The ar-
rangement of the fibres is shown in Fig. 5c. The fibre was laid in layers 5-8 and 19-22, forming 8 layers 
of reinforced carbon fibre in the sample. In the remaining layers, the filling with plastic material was 
37%, and thanks to the reinforcing fiber, the layer height was set at 0.125 mm, which is in line with Ei-
ger's recommendations. Onyx consumed 1.56 cm³ of material and 0.26 cm³ of carbon continuous fiber. 

Fig. 5. CFF Sample Preparation – Specimen marked "O" (a);  
A sample marked "ON" (b);  

Specimen labeled "C" (c) – blue lines indicate reinforcing carbon fiber, 
white lines indicate onyx filament. 

In the article, samples made using additive technologies on selected machines were subjected to 
an assessment of the quality of the surface texture. The analysis of the surface topography was carried out 
on the basis of the analysis of the primary profile, waviness and roughness of the profiles. 

Studies show that carbon fiber-reinforced materials have high strength and rigidity. This is con-
firmed by the results of tensile tests and the analysis of Young's modulus. CFF and FDM materials with 
carbon fibers are significantly superior to pure materials in terms of mechanical properties. 
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Fig. 6. An additive installation that uses 3 degrees of freedom 

Structure Impact: Visual observation of the structure of materials using SEM images allows for a 
better understanding of the distribution of carbon fibers within the material. The uniform distribution in 
FDM and the concentrated presence in CFF account for differences in mechanical properties [3,4]. 

Advantages of polymer reinforcement. Materials created using CFF technology exhibit higher 
mechanical properties, which may be due to their special way of constructing internal structures. 

It is necessary to pay special attention to the right choice of material and 3D printing technology 
to obtain models with certain mechanical characteristics. A detailed analysis and overview of the structure 
of materials also plays a key role in understanding mechanical properties. 

Conclusion 

The article is devoted to the study of the effect of the addition of carbon fibers on the characteris-
tics of PLA in the process of 3D printing by the Fused Deposition Modeling (FDM) method.  

Effects of carbon fibers: The addition of carbon fibers to materials significantly improves their 
mechanical properties, including tensile strength and modulus of elasticity. Specimens made using CFF 
technology, which involves the presence of carbon layers, demonstrate the highest strength. 

Microstructure: SEM images indicate differences in the structure of materials, especially in the 
density of carbon fibers. FDM samples are characterized by a uniform distribution of carbon fibers, 
whereas CFF involves a layered distribution. This has an impact on the mechanical properties. 

The study highlights the importance of choosing both material and 3D printing technology to 
achieve the desired mechanical characteristics and surface texture. CFF technology and carbon fiber-
reinforced polyamide-based material are an effective combination to create high-strength parts with good 
surface roughness. 
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TRANSITION FROM DIFFERENTIAL EQUATIONS TO PARTIAL EQUATIONS 
DERIVATIVES TO ORDINARY DIFFERENTIAL EQUATIONS FOR SOLVING  
THE PROBLEM OF SYNTHESIS OF NONLINEAR CONTINUOUS SYSTEMS  

WITH DISTRIBUTED PARAMETERS 

V. I. Goncharova
Saint Petersburg State University of Aerospace Instrumentation 

Saint Petersburg, Russia 
goncarovav344@yandex.ru 

Abstract. The paper discusses the implementation of the transition from partial differential equations to 
ordinary differential equations to solve the problem of synthesizing nonlinear continuous systems with 
distributed parameters. 
Keywords: automatic control system (ACS), ACS with distributed parameters, method of separation of 
variables (Fourier), partial differential equations. 

Let's consider the synthesis of object control with distributed parameters using the example of the 
plate deformation process. Unlike systems with concentrated parameters, where ordinary differential 
equations are used, in systems with distributed parameters the task is complicated by taking into account 
several variables in the state space. This entails a number of difficulties and, as a result, insufficient 
knowledge, as well as the lack of an effective mathematical apparatus for timely decision-making. 

In order to simplify and make it possible to extend the generalized Galerkin method to systems 
with distributed parameters, let us consider a classic example of the transition from partial differential 
equations to ordinary differential equations, and, extending the well-known parametric synthesis method, 
Galerkin, [1-8] to the resulting transition equation. 

Since a continuous system is considered in this example, it is necessary and sufficient to use the 
example from [9], where the control of the plate deformation process is considered. Using data from the 
source [10], we apply the transition from partial differential equations to ordinary differential equations 
[11] and extend the resulting equation to the generalized Galerkin method.

It is necessary to find a function satisfying in the domain 

{ }2( , ) :  0 ,0= ∈ < < π < < πD x y R x y

the following equation 
2 2

2 2 ( ) ,∂ ∂
+ = − π −

∂ ∂
u u x xy

x y

or 
2 2

1 2 32 2

4 5

( , ) ( , ) ( , )

( , ) ( , ) ( , ).

∂ ∂ ∂
+ + +

∂∂ ∂
∂

+ + ⋅ =
∂

u u uK x y K x y K x y
xx y

uK x y K x y u f x y
y

with boundary conditions 

(0, ) ( , ) ( ,0) ( , ) 10= π = = π =u y u y u x u x  

или 

( , ) ( , ) ( ,0) ( , ) .= = = =U x y U a y U x U x b d  

When a=b=π, c=-1, d=10 and n=9, let's define the continuous functions of the equation K1(x,y), 
(K1>0), K2(x,y), (K2>0), K3(x,y), K4(x,y), K5(x,y) and numeric parameters a,b,c,d. 

K1(x,y)=1, K2(x,y)=1, K3(x,y)=0, K4(x,y)=0, K5(x,y)=0, 
a=π, b=π, с=-1, d=10. 

f(x,y)=c·(a-x)·x·y 
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We will get the exact solution U(x,y), by decomposing the function into a double Fourier series 

1 1
( , ) sin( / )sin( / ).

= =
= + ⋅ π ⋅ π∑∑

M M

km
k m

U x y d H k x a m y b

Let's determine the accuracy of the solution 0.001. This accuracy will be ensured when 

M=27 

Let's find the coefficient Hkm 

1...
1...

=
=

i M
j M

( )1, 1 2 2 2
0 0

4 ( , ) sin sin  − −

 − π ⋅ ⋅ π ⋅ ⋅   = × ⋅ ⋅        π ⋅ +  
∫ ∫
a b

i j
i x j xH f x y dy dx
a bi j

Thus, we get the exact solution 

1, 1
1 1

( , ) sin( )sin( ).− −
= =

⋅ π ⋅ π
= +∑∑

M M

k m
k m

k x m yU x y d H
a b

 

and the table U1 in the field of D 

1...10
1...10

=
=

i
j

1 , , ,
10 10

 = ⋅ ⋅ 
 

i j
i jU U a b  

11 1

1

1, 1 1, 1

...
... ... ... .

...+ + + +

=
n

n m m n

a a
U

a a
 

The graph of the exact solution is shown in Fig. 1 

Fig. 1. A graph of the exact solution 

To obtain an approximate solution, we introduce 1 = −n n  the order of the trial solution 

1 1

,
1 1

(0,0, , ) ( , , , ).
= =

= +∑∑
n n

n k m
k m

U V x y C V k m x y  

n1=3 
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Trial functions of the form 

1( , , , ) ( ) ( )= ⋅ − ⋅ ⋅ −k mV k m x y x a x y b y

rationing 

1

1

1...
1...

=
=

i n
j n

( )( )21, 1 1
0 0

, , ,− − = ∫ ∫
a b

i jVV V i j x y dxdy

We get normalized trial functions of the form 

1

1, 1

( , , , )( , , , ) 0, , .
− −

 
= + ≠  

 k m

V x m x yV k m x y if k m d
VV

To get the verification functions, let's take the trial ones 

( , , , ) ( , , , )=W k m x y V k m x y

Let's set the operator corresponding to the left part 
2 2

1 1 2 32 2

1 4 5

( , , , , ) ( , ) ( , , , ) ( , ) ( , , , ) ( , ) ( , , , ),

( , , , , ) ( , , , , ) ( , ) ( , , , ) ( , ) ( , , , )

= ⋅ + ⋅ + ⋅

= + ⋅ + ⋅

d d dL k m x y V K x y V k m x y K x y V k m x y K x y V k m x y
dxdx dy

dL k m x y V L k m x y V K x y V k m x y K x y V k m x y
dy

and we will find the coefficients of the system of equations AC=B to find the coefficients of trial solutions 
Ck 

1

1

1...
1...

=
=

i n
j n

( )( ) ( )
11 ( 1)

0 0

( , ) 0,0, , , , , ,− + − = − ⋅∫ ∫
a b

i n jB f x y L x y V W i j x y dxdy

1 1

1 1

2 1

2 1

1...
1...
1...
1...

=
=
=
=

i n
j n
i n
j n

( )
1 1 1 2 1 21 ( 1), 1 ( 1) 2 2

0 0

( , , , , ) , , ,− + − − + − = ⋅∫ ∫
a b

i n j i n jA L i j x y V W i j x y dxdy

In the course of solving a system of equations AC=B, we get the vector of coefficients 
1 ,−= ⋅C A B  ( )11 1... .=T

nC c c  

Let's define the matrices 

[ ]1 2 1
1 2

3 4 2
,  ,  ,

   
= = =   

  

a a b
A B C c c

a a b

where a1, a2, an+1, b1, b2, bn+1, c1, c2, cn+1 – the elements of the matrices obtained during the implementa-
tion of the transition from partial differential equations to ordinary differential equations. 

Using the Laplace images, we get 
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( ) ( ) ( ),
( ) ( ) ( ).

= +
 = +

pX p AX p BU p
Y p CX p DU p

From the first equation of the system, we get 
1( ) ( ) ( ).−= −X p pI A BU p  

Then 
1( ) ( ) ( ) ( )−= − +Y p C pI A BU p DU p

We get the matrix transfer function 

( ) 1( )( ) ( ) ,
( )

−= = − + = +
Y sW p C pI A B D CФ p B D
U p

 

where Ф(p) –the matrix exponent, which has the form 

( ) .= AtФ t e  

Using the obtained value of the transfer function, we find the transfer function of the system in a 
generalized form 

( ) [ ]
1

1 1 2 1 1
1 2

3 4 2 2

0
( ) ,

0

−
−   −      

= − = − =        −       

a a b b p rp
W p C pI A B c c

a a b b p hp

where 

1 3 2 11 4 2 2

1 4 2 3 1 4 2 3
,  −+

= =
− −

b a b ab a b ar h
a a a a a a a a

Thus, by implementing the transition from partial differential equations to ordinary differential 
equations, and using the algorithm for obtaining a matrix transfer function, it is possible to solve the prob-
lem of ACS synthesis by the generalized Galerkin method. 

The paper was prepared with the financial support of the Ministry of Science and Higher Educa-
tion of the Russian Federation, grant agreement No. FSRF-2023-0003, “Fundamental principles of build-
ing of noise-immune systems for space and satellite communications, relative navigation, technical vision 
and aerospace monitoring”. 
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RADIATED SIGNALS MODELS 

A.F. Kryachko 
Department of radio and optoelectronic complexes 

SUAI 
Saint Petersburg, Russian Federation 

Abstract. Emitted radio signals classification on the basis of ability to divide their analytical representa-
tion to spatial and temporal was considered. Decomposition options of space-time signals into basic func-
tions was reviewed.  
Keywords: space-time signal, complex signal, phased array, angular coordinates. 

Emitted radio signals classification on the basis of ability to factorize their analytical representa-
tion to spatial and temporal was considered. Four types of emitted radio signals were classified as result 
of instantaneous antenna diagram equation analysis. Only one of them is able to be representing as the 
product of antenna diagram and temporal signal function. Other types are not factorized by spatial and 
temporal arguments. Emitted radio signals factorization of spatial and temporal arguments was given. 
Also an example of space-time emitted signal forming was given. 

Emitted radio signals classification 

Type of emitted signals largely determines the processing algorithms at reception. Therefore, it is 
advisable to consider the classification of radiated signals on the subject of factorization their spatial and 
temporal variables and possible methods that give opportunity to create and process such signals at recep-
tion. 

In most studies of radiolocation locator transmitting part divides on two blocks that are transmit-
ter and transmitting antenna. The Transmitter generates a time function S(t) as a signal that then radiated 
by antenna. If condition ΔωL/c<<1, where Δω – spectrum width of the emitted signal, L – antenna aper-
ture size, с – emitted oscillations propagation speed in the environment, then emitted signals time charac-
teristics aren’t related with spatial parameters of radiating them antennas. 

Such emitted signals u(t,ρ) = F(ρ)S(t), |ρ| = 1 can be written as multiplication of modulating the 
signal time function S(t) and spatial function F(ρ) which called radiation pattern: 

( , ) ( ) ( ), | | 1= =u t F S tρ ρ ρ . (1) 

The appearance of a radar station with phased array antennas and particularly with active elec-
tronically scanned array (AESA) gives an ability to construct a radar station transmitting part in a new 
way. In such radar stations a transmitting antenna and transmitter are combined, that allows to obtain 
emitted signals with new properties because of their spatial and temporal (S-T) characteristics inseparabil-
ity. Further, signals that do not satisfy a condition (1) will call S-T emitted signals. 

Specific types S-T signals have been considered in the literature on antenna theory [1, 2] and sig-
nal processing [3, 4, 5]. However, in the well-known signal theory and signal processing literature such 
signals are represented as a time argument function only. 

Based on the consideration of such signals are conducted their classification [6, 7]. Meanwhile, 
emitted signals exist in an environment and in time representing S-T functions. Thereby in the basis of 
emitted signals classification are proposed to use a form of their S-T dependence. 

Emitted signals classification with a form of their S-T dependence we will conduct on the basis of 
transmitting antenna instantaneous beam pattern analysis [2] that can be written:  

0
0

1( , ) d ( , )exp ( )  exp ( , )d , ,
2

+∞

−∞

ω
= ω ω ω−ω ∈

π ω∫ ∫
r

r
V

f t i j t j Vρ r k ρ r r r  (2) 

where Vr – occupied by the aperture of the transmitting antenna area of space, 0ω  – central emitted signal 
spectrum frequency, i(ω,r) – space-frequency current distribution in the aperture of the transmitting an-
tenna, k – wave vector, k = k ρ, ρ – unit vector. 

From the analysis of (2) follows that emitted signal form can be determined from two conditions: 
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( ) ( ) (, ,,)= ∈ ri w i G w Vrr r  (3) 

exp{ ( )} exp{ ( )},≅ ω∈∆ωj j 0kr k r  . (4) 

Fulfilment of equality in (3) means that the signal with an identical modulations emits from all 
points of the transmitting antenna aperture. Condition (4) means that for these values r и ∆w modulating 
function signal S(t) delay of the antenna aperture can be neglected. With usage of these conditions, we 
will provide classification of emitted signals. 

Consideration begins with the simplest case when conditions (3) and (4) are carried out. Substitut-
ing them in (2) and considering that for most radio signals are performed:  

' 2| ( , ) | < ∞∫
rV

i t dr r  для ,ω∈∆ω

we obtain the provision of the emitted signal in the form of antenna transmission pattern F(ρ) and time 
function generated by the transmitter S(t) multiplication. We will call such emitted signals as a  narrow-
band emitted signals or signals with separated spatial and temporal variables. 

Now suppose that condition (4) is performed but condition (3) is not. In this case the instantane-
ous radiation pattern is recorded as:       

0 0( , ) ( , )exp{ ( , )} .= ∫
rV

f t i t jk dρ r ρ r r

Thereby, the instantaneous radiation pattern that characterize the emitted signal is an inseparable 
S-T function. Such signals can be obtained by changing in time the distribution of current in the antenna
aperture when the signal is emitted. Radiation pattern in each moment of time can be found with well-
known formulas for a steady state [2] and presents changing in time radiation pattern for signal at a fre-
quency ω0. We will call signals emitted in this way as a spatio-temporal (S-T) narrow-band emitted sig-
nals with modulation of a field in antenna aperture.

Now let a condition (3) be performed and condition (4) is not. In this case, we assume as it has 
done in [2], that for most radio signals ω0/ω≈1. Taking this remark into account the instantaneous radia-
tion pattern has a form: 

0
1 ( , )( , ) ( ) ( ) exp{ }.

2
= − − ω

π ∫
rV

f t i S t d j t
c

ρ rρ r r  (5) 

From (6) follows the instantaneous radiation pattern is an inseparable function of spatial and time 
variables. Emitted signals of the form (5) we will call S-T wide-band signals. 

The difference of this radiated signals type from previous one consist of that for a flat aperture an-
tennas in the direction perpendicular to the aperture the instantaneous radiation pattern can be presented 
as (1). 

In case when either conditions (3) and (4) are not met, we can get S-T wide-band signal with a 
filed modulation in antenna aperture. The instantaneous radiation pattern for such type of signal deter-
mines as (2) and has most general form. 

Thus, all set of emitted signals can be divided on four groups [8]. The first group includes the 
most commonly used in present time signals with separated spatial and temporal variables. Analysis and 
synthesis of such emitted signals is produced separately for radiation pattern and time function S(t).  

Three other groups of emitted signals cannot be represented in (1) form, and their synthesis and 
analysis are necessary to conduct with combined positions of signals and antennas theory.       

Development of space-time emitted signals models 

For synthesis and analysis convenience as well as generation and processing devices construction 
it is advisable to represent S-T signals in the form of an expansion in the basis functions. The specific 
character of such expansions is that S-T signals are not separable functions of spatial and temporal varia-
bles. Therefore, before we proceed directly to expansions, let’s consider some requirements to the form of 
the expansions and the basis functions used in them. 

On the basis of physical considerations, power and energy of emitted S-T signals are limited that 
is, the signals belong to the space L2 where performed:  
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2| ( , ) | .
+∞

−∞

< ∞∫ ∫
rV

i t d dtr r  

From the representation simplicity, analysis, generation and processing of S-T signals point of 
view, a natural choice of those expansions where the spatial and temporal variables are separated. In this 
case, the basis functions of the spatial argument should belong to L2(Vr), and time argument to space of 
L2(-∞,∞+). Consider such expansions for narrow-band S-T emitted signals with modulation of the field in 
antenna aperture.  

One of the possible signals expansions in the form of a double row can be written with usage of 
the decomposition presented in [4]. It is written: 

1 1
( , ) ( ) ( )

∞ ∞

= =
= η ψ∑∑ ij j i

i j
i t c tr r , (6) 

where ηj(r), ψi(t) are orthogonal functions of space and time variables, and cij are elements of coding ma-
trix [3, 4].  

As with increasing numbers of i and j coefficients cij tend to zero, then the number of row mem-
bers (10) can be limited by values of K and N and rewritten in vector form: 

( , ) ( ) ( ),= i t tr η r Cψ  

where η(r), ψ(t) are vectors of size  K×1 and N×1 respectively, and C – coding matrix. 
The instantaneous radiation pattern is also written in this form: 

( , ) ( ) ( ),= f t tρ F ρ Cψ  (7) 

where orthogonal functions Fi(ρ) are defined: 

( ) ( ) { ( , )} .= η∫
r

i i
V

F exp jk dρ r ρ r r  

The advantage of decomposition (6) is that it can use standard basic functions, but its drawback is 
double view row representation. 

The current distribution in the antenna aperture and consequently emitted S-T signal, can be rep-
resented as decomposition into a single row with the basis of orthogonal functions spatial and time varia-
bles using the decomposition S-T functions i (r,t) similar to Korunov-Loeve decomposition for random 
processes. In this case we obtain the representation of S-T signal in the form of sum of orthogonal time 
signals emitted through orthogonal radiation patterns. 

Kotel'nikov expansion is one of the most used expansions of S-T signals. The possibility of such 
a decomposition is that real signals have a spectrum limited by upper ωb frequency and emitted by anten-
nas with the finite dimensions apertures, those with a limited spectrum of spatial frequencies. 

The expansion of S-T signal (the field) in the Kotelnikov series by angular coordinates and time 
is recorded: 
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where ωbα and ωbβ are the maximum value of spatial frequencies with respect to the angular coordinates α 
and β, Ωbα = xm/λ, Ωbβ = zm/λ, xm and zm are the maximum value of antenna dimensions by angular coor-
dinates α and β , Δα=π/Ωbα , Δβ=π/Ωbβ , Δt = π/ωb – intervals of discretization by angular coordinates and 
time. 

In addition to the above expansions, another expansions also can be used. For example, the ex-
pansions of several variables function on the basis of several variables function. However, such represen-
tations do not allow to separate spatial and temporal variables, which makes difficult the analysis of S-T 
signals their generation and processing.  
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Space-time signal formation 

Consider an example of S-T signal formation in case of one angular coordinate coding with usage 
of (7), where vector F(ρ) has the size 2×1, consist of radiation patterns of half of the elements linear 
phased array antenna (picture 1) matrix С – unit size 2×2, and vector Ѱ(е) size of 2×1 in the first line has 
pulses of the seven-element Barker code with initial phases "0", and in the second line has components 
with initial phases "π" – picture 1a. 

 As a result, a complex S-T FM signal is emitted whose law intra-phase modulation will depend 
on the direction of radiation – "0+Δφ(α)" and "π-Δφ(α)" – picture 1b, where Δφ is determined by the for-
mula: 

sin( )( ) π α
ϕ = ϕ α =

λ


D , 

where D – base between phase centers of transmitting radiation patterns, λ – wave length. 

Picture 1. S-T signal obtained by phase modulation  
of the center radiation position of the transmitting antenna 

Dependence of the emitted signal phase structure from the distribution direction allows to evalu-
ate the angular coordinates of objects without receiving antennas directional properties usage.  
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ON THE SURFACE BASED ON THE PROCESSING  

OF LASER DATA FROM SMALL AIRCRAFT 
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Abstract. Developing technologies in the field of computer vision and data processing are attracting in-
creasing attention to the problems of segmentation of the Earth's surface. One of the key aspects of this 
area is the development of object classification algorithms.  
In this study, the focus is on the task of segmenting objects in three-dimensional space. The algorithm can 
be applied, for example, to control the environmental situation of a certain area of the earth's surface, 
and has been successfully tested on real data. 
Keywords: point cloud, segmentation of the Earth's surface, lidar. 

Introduction 

Computer vision and data processing technologies are actively developing in the modern world, 
which attracts the attention of researchers to the complex tasks of segmentation of the earth's surface. One 
of the main directions of this development is the creation of effective algorithms for classifying objects in 
three-dimensional space based on data obtained from laser systems [1-2] installed on unmanned aerial 
vehicles. 

The study covers algorithms for classifying objects in three-dimensional space with an emphasis 
on their application in monitoring the environmental situation on specific areas of the earth's surface [3]. 
The results of successful testing of the developed algorithms on real data are also presented, which high-
lights their potential in modern challenges of data processing and automated object recognition. 

Segmentation of the Earth's surface 

An experiment was performed in the study of this algorithm. To conduct an experiment to control 
the number of trees, data from a point cloud [4] was used from a "LAZ" file created as a result of flights 
from a small-sized onboard laser system [5]. First, forest indicators were extracted by classifying the 
point cloud by terrestrial and plant features, and then individual tree attributes were extracted by segment-
ing vegetation on each tree (Fig. 1). 

Fig. 1. Point Cloud Visualization 
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Fig. 2. Segmentation of the Earth's surface 

Fig. 2 shows the results of processing a point cloud, where vegetation data is highlighted based on 
segmentation methods and information about forest indicators is extracted [6]. 

Relief correction 

To eliminate the influence of the relief, an approach was applied as a result of which the normali-
zation of heights was carried out. 

Fig. 3. Height normalization 

To calculate forest indicators and tree parameters, points with normalized height were used as in-
put data. Next, duplicate points along the x and y axes are eliminated. Interpolation has been applied to 
estimate the location of each individual tree in the point cloud, as shown in Fig. 3. 

Search for forest and individual tree parameters 

The extraction of forest characteristics itself occurs as follows. The point cloud is divided into 
grids according to a given size and its own forest indicators are calculated in each sector. It is assumed 
that the points with a normalized height below the specified cut height are the ground, and the rest are 
vegetation. 
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Fig. 4 shows the definitions of several forest indicators that were calculated based on the extract-
ed point cloud data. The flat cover is the proportion of the forest covered by the vertical projection of the 
tree crowns. The gap fraction is the probability that a laser beam will pass through the crown without col-
liding with foliage or other vegetation elements. It can be calculated as the ratio of the number of irradia-
tions of the earth to the total number of their returns. The leaf area index (LAI) is the amount of one—
sided leaf area per unit of land area. The value of "LAI" is calculated using an equation using the follow-
ing parameters: ang is the average scanning angle, GF is the gap fraction and k is the attenuation coeffi-
cient, which is closely related to the distribution of the angle of inclination of the sheet. 

Fig. 4. Extracting metrics 

Tree crown height models are raster representations of the height of trees, buildings, and other 
structures above the terrain. These models were used as input data for tree detection and segmentation 
(Fig. 5). 

Fig. 5. Model of tree crowns 

The detection of tree tops was performed through local maxima within the size of the models. To 
determine the top of the tree, an auxiliary function was used, which considers only points with a normal-
ized height exceeding the minimum specified parameter (see Fig. 6). 
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Fig. 6. Detecting tree tops 

 
Marker-driven segmentation is used to highlight all trees, which allows you to highlight each in-

dividual tree. First, a binary marker image is created, where the vertices of the trees are marked with the 
value 1. Then filtering is applied by applying minima to the model complement to remove minima that 
are not the vertices of the tree. After that, segmentation is performed on the filtered model complement to 
separate the individual trees. At the end, individual segments of the tree are visualized (Fig. 7). 

 

 

a) Side view 

 

b) View from above 

Fig. 7. Detection of individual trees 

To determine individual attributes of a tree, points belonging to individual trees should be identi-
fied by labels [7]. Then the attributes of the tree are extracted, such as: the location of the top of the tree 
along the x and y axes, height, crown diameter and area of the tree, etc. Table 1 shows a part of the table 
with tree attributes. 
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Table 1 – Attributes of trees 
Tree 
ID 

Number 
of points 

The X coordinate of 
the top of the tree 

The coordinates of 
the top of the tree in 

Y 
Tree height, m Crown diameter Crown area, m2 

1 374 268671.550000000 4171857.95000000 29.5124272827084 7.37799500249552 42.7530000006176 

2 22 268667.250000000 4171868.09000000 21.4752094430787 0.990502262071719 0.770549999979197 

3 350 268669.770000000 4171873.89000000 24.2164764458571 6.98224215758542 38.2894999992351 

4 53 268668.940000000 4171883.90000000 19.5086963270965 3.19561482441011 8.02044999954333 

5 117 268669.140000000 4171886.82000000 19.3986687364654 4.02650370430216 12.7334499998830 

6 101 268667.110000000 4171897.94000000 13.2987935773649 3.27535256602415 8.42569999975334 

7 266 268671.540000000 4171906.01000000 14.9785056705464 7.40896716957415 43.1126999996261 

8 40 268667.300000000 4171909.82000000 8.42299311099941 2.05450239154687 3.31515000011233 

 
Thus, we found out the number of trees – 110 (it is enough to open the treeMetrics array), and al-

so received information about each of the trees: 
- Number of points in each tree, 
- The x coordinate of the top of the tree,  
- The y coordinate of the tree vertex,  
- Height of the tree, 
- Diameter of the crown, 
- Crown Square. 

ConclusionS 

In the course of this study, an algorithm for segmentation and analysis of lidar data was devel-
oped and successfully tested. The results obtained emphasize the effectiveness of the proposed approach 
to lidar data processing for extracting information about forest areas and individual trees. 

Therefore, it can be argued that this area is promising and in demand today in many areas where 
monitoring of the Earth's surface with high detail of the observed territories is required. 
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The paper simulates a network scenery using TrueTime for a smart lighting system. The entities involved 
are two sensors and an actuator located within a single wireless network. Specifically, there is an ambi-
ent light sensor managed by a fuzzy logic controller to adjust the brightness of the light source based on 
the surrounding brightness, and a PIR motion sensor modeled with MBSD to detect movement and identi-
fy whether it is 'presence of a person' based on the heat emitted by the body itself. The data collected by 
the sensors, such as brightness and presence detection, are transferred wirelessly to an actuator respon-
sible for managing the lighting based on the received information. In particular, the actuator is tasked 
with turning on (with appropriate brightness) the light source in the presence of human presence, or turn-
ing it off/keeping it off in the absence of such detection. 

Introduction 

In the context of the evolution of intelligent technologies, lighting has assumed a central role in 
enhancing user experience within environments. In recent years, numerous studies and research have been 
conducted both in academic and industrial settings to develop and improve smart lighting systems. These 
studies have led to the introduction of a wide range of commercial solutions designed to meet a variety of 
needs, both in residential and commercial settings. Smart lighting systems offer a wide range of function-
alities ranging from simple adjustment of light intensity to the creation of customized lighting sceneries. 

The paper presented proposes a smart lighting system that leverages cutting-edge technologies to 
enhance user experience. Specifically, it utilizes an ambient light sensor and a PIR motion sensor which, 
through appropriate control methodologies, communicate with an actuator to dynamically adjust lighting 
based on the surrounding environment conditions. 

The following sections will provide a more detailed illustration of the work, specifically: 
- Section 1: Proposed Approach, in terms of implemented (wireless) architecture and any algo-

rithms or control methodologies that may be present 
- Section 2: Related Works, aims to examine relevant literature, critically evaluating them to

highlight innovations and gaps in the field. 
- Section 3: The simulated scenery is presented, essentially illustrating how the proposed ap-

proach was simulated using Matlab/Simulink/TrueTime. 
- Section 4: The results obtained from the simulations must be shown, including the evaluation

of network performance. 
- Section 5: Conclusion.
- Section 6: References.

1. PROPOSED APPROACH

The smart lighting system has been designed to operate within a wireless context, offering flexi-
bility and ease of installation. The system architecture comprises three main components: sensors, actua-
tors, and the wireless communication network (IEEE 802.15.4 (ZigBee)). The sensors include an ambient 
light sensor and a PIR motion sensor, both placed within the environment to be illuminated. The actuator 
is responsible for adjusting the lighting based on the information gathered by the sensors. 

The ambient light sensor is the first node of this network, it periodically detects the brightness of 
the surrounding environment, which can range from 0 to 100. In order to implement the sensor, I have 
used two functions: one for initialization ('sensore_luceAmbientale_init.m') and the function that the sen-
sor must execute ('sensore_luceAmbientale_fnctn.m'). It is precisely thanks to the latter that the sensor 
sends, with wireless network, to the actuator. However, it does not simply send what it detects because 
the sensor integrates a fuzzy logic management (RegolatoreLuminosita.fis), whose input is represented by 
the external brightness of the surrounding environment detected by the sensor. 
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The initial logical model 

Through the membership functions, it adjusts the brightness to be assigned to the light source in 
question. Both input and output values of the two variables range from 0 to 100, specifically: 

- input ‘luceAmbientale’ is: Buio[<30]; Moderato [20:70]; Luminoso [>60].
- output luminosita is: Bassa[<30]; Media[30:70]; Alta[>70].
The purpose of the fuzzy is to automate the regulation of the brightness of the light source, as it

will be higher in darkness and lower in a bright environment. 

So, returning to the function related to this sensor, it will be tasked with sending to the fuzzy logic 
controller what it is detecting from the external environment. This regulates the brightness (output), 
which will then return to the sensor (input) so that it can send the processed data to the actuator. 

The PIR sensor is the second node of the wireless network, it periodically detects any movement 
in the environment in which it is located and the respective body temperature of the moving object. In 
particular, thanks to the use of MBSD, it can understand whether the moving object is a person or not: 
after detecting movement [0-1] and temperature [0:50], the values are inputted into the block that allows 
state-based modeling of ‘person detection’. In particular, the 'Rilevamento' output of the block can take 
on a value of 0 or 1 following this logic: if the received movement is 0, it remains in the 'inactive' state 
with 'Rilevamento=0', if the detected movement is 1, it is necessary to verify that the detected moving 
object is a person, therefore if the detected body temperature is between 35 and 40 degrees, consequently 
set 'Rilevamento=1', otherwise, if the temperature is not within that range, 'Rilevamento=0'. The output of 
the state model is the input of the PIR wireless sensor implemented using two functions: an initialization 
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one ('sensore_PIR_init.m') and the function that the sensor must execute ('sensore_PIR_fnctn.m') in 
which the procedure for sending 'Rilevamento' to node 3 of the network, the actuator, is present. 

The actuator is node 3 of the wireless network and is responsible for managing the lighting of the 
reference light fixture based on what it receives from the two sensors listed above. This node requires 3 
functions for implementation: one for initialization ('attuatore_init.m') which involves configuring the 
mailbox to manage the received data (from the ambient light sensor or from the PIR sensor), one neces-
sary for network management ('nethand_attuatore_fnctn.m') as the actuator must listen on the reference 
network to receive data from the ambient light sensor and the PIR sensor, and a function that characteriz-
es the behavior of the actuator (attuatore_fnctn). Specifically, the 'attuatore_fnctn' function is structured in 
such a way that, if a detection signal has been received from the PIR sensor equal to 1, the light fixture 
must be turned on with brightness equal to that received from the ambient light sensor, otherwise, if 'De-
tection = 0', it turns it off or keeps it off. 

2. RELATED WORKS 

Smart lighting represents a promising evolution in the lighting technology sector, offering a wide 
range of applications in various fields. In residential settings, smart lighting solutions allow users to adjust 
brightness, color, and ambiance according to their preferences, enhancing living comfort and optimizing 
energy efficiency. In commercial and industrial contexts, smart lighting systems can significantly con-
tribute to reducing energy costs and creating more productive and comfortable work environments 
through centralized control and intelligent automation. Beyond practical aspects, smart lighting also plays 
a crucial role in smart cities. Intelligent lighting networks enable more efficient management of public 
lighting, dynamically adapting to environmental conditions and usage patterns, thus improving safety and 
reducing light pollution. For example, in “Smart hybrid wind-solar street lighting system fuzzy based ap-
proach: Case study Istanbul-Turkey”, fuzzy-based control approach is proposed to control the street light-
ing systems depending on solar and wind renewable energy sources. The proposed street lighting control-
ler depending on the utility, making the efficient utilization of renewable energy such as solar and wind 
energy which is very necessary in this energy crisis world and the arising of the environmental pollution 
concerns. The authors of “Universal Smart Lighting System” instead propose an innovative universal de-
vice for energy-efficient and intelligent lighting control. The device offers advanced features such as au-
tomatic human detection, smart turn on/off, and dynamic lighting adjustments. It can detect natural fac-
tors and respond based on ambient light. The proposal explores the device’s features, applications, and 
versatility in managing LED lights, emphasizing energy savings and cost reduction. 

Despite the numerous advantages offered by smart lighting, it's important to consider some criti-
cal issues. Firstly, widespread adoption of these technologies may raise concerns about privacy and data 
security, especially when dealing with systems that collect information through integrated sensors. Addi-
tionally, interoperability and standardization of devices and communication protocols pose significant 
challenges to ensuring effective integration and management of smart lighting systems within existing 
infrastructures. 

Moreover, the aspect of economic and technological accessibility of smart lighting may limit its 
dissemination in certain communities or socio-economic contexts. It is therefore essential to adopt inclu-
sive and sustainable approaches in implementing these technologies, ensuring they are accessible to all 
and contribute to reducing social and economic disparities. 

3.  SCENARIO  

The proposed approach has been simulated using Matlab/Simulink/TrueTime:  
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As already anticipated by the logical model, there is a wireless network (802.15.4 (ZigBee)) with 
3 nodes enclosed in 3 subsystems, whose outputs are the coordinates (X,Y) of the respective node, and 
the input is the relative power to the battery of the various sensors. This representation is made possible 
through the use of goto (transmission) and 'from' (reception). 

SENSORE DI LUCE AMBIENTALE: 

The ambient light sensor is node 1 of network 1, characterized by a TrueTime kernel with an ini-
tialization function ‘sensore_luceAmbientale_init’ with: 

- coordinates (x, y);
- two inputs: one consists of the Uniform Random Number block present in the Simulink library

with values ranging from 0 to 100, to simulate data related to external brightness; the other represents the 
brightness to be attributed to the light source; 

- one output: the ambient light it is detecting;
- battery (TrueTime battery) with 'initial energy' = 3330 mA;
- fuzzy logic controller (also present in the Simulink library) which adjusts, as explained in sec-

tion 1, the brightness to be attributed to the light source based on the ambient light it detects. The input of 
this block corresponds to the output of the sensor while the output of this block corresponds to the input 
of the sensor thanks to the use of 'goto' and 'from'. 

SENSORE PIR: 

The PIR sensor is the second node of network number 1. It is characterized by a TrueTime kernel 
with an initialization function 'sensore_PIR_init', featuring: 

- coordinates (x,y);
- no output;
- battery (TrueTime battery) with 'initial energy' = 3330 mA;
- an input named 'Rilevamento' derived from the 'chart' block present in the Simulink library al-

lowing me to create the state model presented in 'section 1'. Specifically, to simulate the proposed ap-
proach, i used two blocks from the Simulink library to capture any movement (pulse generator [0-1]) and 
temperature (Uniform Random Number [0-50]) from the outside. Thanks to the 'mux' and 'demux' provid-
ed by Simulink, after conversion to 'uint8' to ensure better exportability, the signals taken from the outside 
reach the 'chart' block: 
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The block, as already mentioned, aims to simulate the possible detection of human presence 
through MBSD. The representation must occur through the use of states, transitions, and permanences in 
a state. As shown in the figure, as long as the input movement is zero, it remains in a state called 'Inattivo' 
where the output variable 'Rilevamento' is zero. A transition occurs if it receives a movement equal to 1, 
leading to the 'MovimentoRilevato' state where it remains if the detected temperature is not between 35 
and 40 degrees and the movement continues to remain equal to one; it returns to the 'Inattivo' state after 5 
seconds. From the 'MovimentoRilevato' state, there is a transition to the 'PresenzaUmanaRilevata' state 
where the output 'Rilevamento' is set to 1, only if, in addition to detecting movement, the temperature of 
the moving body is between 35 and 40 degrees, and it remains in these circumstances, otherwise after 5 
seconds, it returns to the 'Inattivo' state. 

ATTUATORE: 
 

 

The actuator is the third node of network number 1. It is characterized by a TrueTime kernel with 
the initialization function 'attuatore_init', with: 

- Coordinates (x, y). 
- No inputs (data is received via the network for processing). 
- 5 outputs: the first one is used to display the behavior of the actuator: how it adjusts the refer-

ence light source according to the received signals (brightness and person detection); the second and third 
represent the delay between the transmission of the signal by the PIR sensor and its reception by the actu-
ator, and the transmission of the signal by the ambient light sensor and its reception by the actuator, re-
spectively. The calculation of the delay is made possible through the implemented functions 'sen-
sore_PIR_fnctn', 'sensore_luceAmbientale_fnctn', where the current time (ttCurrentTime) is added 
(timestamp) to the message to be sent to the actuator when the sensor sends the useful signal to the actua-
tor, and 'attuatore_fnctn' where, processing the received data, it is possible to calculate the difference be-
tween the time when i actually received (ttCurrentTime) and the time when the sensor sent me the mes-
sage: the result of this difference is the delay. Furthermore, in 'attuatore_fnctn', the calculation of the reac-
tion time is also present, that is the time between receiving the signal by the actuator (whether it is bright-
ness or detection) and its execution, which in my case corresponds to adjusting the light source. Outputs 4 
and 5 indeed represent the trend of the reaction time from the two signals of the two sensors. 

4. PERFORMANCE 

After viewing the approach and the respective scenery used, it is useful to understand how the 
system behaves by proceeding with a simulation (3600 seconds). 

If no detection is received:  

If detection is received:  
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The performance of the actuator described above as a function of the received signals is as fol-
lows: 

An analysis consists of two graphs related to the ambient light sensor to better illustrate the func-
tioning of the fuzzy controller. In the first image, the values captured by the sensor in terms of ambient 
brightness are shown, while in the second image, the brightness that the ambient light sensor must send to 
the actuator to regulate the light fixture is depicted. It is observed how a high ambient light value corre-
sponds to a low brightness value to be assigned, and conversely. 

1)  2) 

Regarding performance metrics, namely performance indices to refer to, both the delay and reac-
tion time (explained in Section 3) have been calculated. The graphs below represent the trend of the cal-
culated delay and reaction time, reflecting the values they assume during the simulation. Particularly in 
both cases, as can be observed, they remain constant around zero. 
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5. Conclusion 

In conclusion, this paper has proposed and simulated a smart lighting system that integrates two 
sensors and an actuator within a wireless network, using TrueTime as the simulation environment. The 
analysis of the simulations has highlighted the success of the proposed approach in improving energy ef-
ficiency and user experience by providing optimal lighting according to circumstances. Smart lighting 
solutions represent an effective way to enhance user experience, extending beyond the scope of domestic 
lighting to a wide range of applications, including offices, shops, and public spaces. The combination of 
advanced technologies, automation, and monitoring enables the creation of a more efficient and eco-
friendly illuminated environment. 

For possible future developments of the proposed smart lighting system, some areas of improve-
ment that could be considered are: 

- personalization of the user experience: The system could be enhanced to offer an even more 
personalized user experience. For example, users could be given the ability to define their preferred light-
ing sceneries or to schedule specific lighting routines based on their habits and needs. 

- integration with other smart technologies: the system could be integrated with other smart 
technologies in the home or workplace environment, such as home automation systems or voice control 
devices. 

- optimization of control algorithms: control algorithms can be optimized to ensure even more 
effective lighting management. This could include implementing more advanced fuzzy logic algorithms 
or using machine learning techniques to dynamically adapt control parameters based on data collected 
from sensors. 
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Abstract. The method of a non-resonant high-frequency local oscillator is considered when operating at 
frequencies from zero to 20 GHz; promising sensors that surpass the characteristics of existing devices 
are considered. 
Keywords: Rydberg atoms, sensors, accuracy. 

The discussed atomic radio frequency (RF) receiver and spectrum analyzer utilize thermal Ry-
dberg atoms bound to a planar microwave waveguide. Such a system provides an internal sensitivity of up 
to -120(2) dBm/Hz, a bandwidth of 4 MHz, and a linear dynamic range of over 80 dB. With the use of a 
preamplifier, high sensitivity spectrum analysis of more than -145 dBm/Hz is achieved. The "rabbit ear" 
antenna allows for the detection of weak radio signals such as FM, AM, Wi-Fi, and Bluetooth. Also con-
sidered are the interactions of waves with Rydberg atoms and new opportunities for creating small sen-
sors that surpass standard radio frequency devices in sensitivity, bandwidth, and accuracy. Quantum sen-
sors possess unique properties that distinguish them from traditional technologies. Their absolute uni-
formity and precision, associated with fundamental principles, make them particularly efficient. 

A radio frequency quantum sensor based on thermal Rydberg atoms is considered, operating in 
the range of 0 to 20 GHz and outperforming known spectrum analyzers in terms of performance. The dis-
cussed sensor features enhanced sensitivity due to the confinement of the RF field in a small mode vol-
ume, as well as the use of off-resonance heterodyne techniques to increase sensitivity at selected frequen-
cies. This system can operate with or without a low-noise preamplifier for input radio frequency signals, 
opening up new possibilities for miniaturization and performance enhancement. 

Rydberg radio frequency sensors are important for several reasons. As quantum sensors, they 
must overcome the limitations of traditional receivers. Firstly, their response is related to fundamental 
constants, ensuring high calibration accuracy over a wide frequency range [1]. Secondly, they have a high 
bandwidth that is independent of frequency, unlike passive receivers [2]. Thirdly, they provide the oppor-
tunity to avoid internal thermal noise even at room temperature, thanks to the use of low-entropy laser 
beams to measure the quantized internal states of atoms. 

Rydberg sensors require further performance improvement before they become useful as real-
time radio frequency receivers. Firstly, previous efforts have been limited by the frequencies of resonant 
transitions between Rydberg states. Utilizing all available transitions requires a powerful and fast laser 
system. Additionally, existing sensors have limited sensitivity to radio frequency fields, making their ap-
plication in real-world conditions challenging. These realities complicate the creation of a wideband Ry-
dberg sensor for weak radio frequency fields. 

The discussed system addresses the issue of poor device connectivity in free space by directing 
the electric field into a planar microwave waveguide, which concentrates it in the subwavelength region. 
Rydberg atoms are created and probed above the gap between the signal trace and the ground plane, 
where the evanescent electric field is concentrated. Such a sensor significantly improves sensitivity, 
which is critically important for radio frequency applications in communication, probing, and spectrum 
monitoring. 

Resonance heterodyne technique was also applied, combining the input radio frequency signal 
with a powerful local oscillator. This method allows operation over a wide range without tuning the Ry-
dberg laser. Heterodyning enhances the response at any arbitrarily chosen frequency of the radio frequen-
cy input signal and linearizes the sensor. In known experiments, resonance local oscillators were also 
used for sensing electric fields in free space. 

Continuous operation with good sensitivity was achieved in the range from DC to 20 GHz. The 
high-frequency limit of our system is mainly determined by the limited bandwidth of the vacuum feed-
throughs and microwave circuitry, which can be improved in future projects. 

In the experiment discussed in [3], the coupling between atoms and the circuitry is significant 
enough to directly detect the presence of Rydberg atoms with minimal probing of the microwave wave-
guide. The explored experience serves as an initial step towards expanding fundamental work on micro-
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wave Rydberg quantum electrodynamics into room-temperature regimes. Additionally, reading data from 
the Rydberg waveguide will be a useful tool for further iterations of sensors. Firstly, direct microwave 
detection of Rydberg populations is not sensitive to Doppler shifts, which are characteristic of modern 
optical readout schemes. Secondly, strong collective coupling between the Rydberg region and the mi-
crowave circuitry can lead to a range of impressive experimental possibilities, such as quantum frequency 
conversion between optical and radio frequency signals, generation of tangents and/or Rydberg masers. 

The discussed experimental configuration also allows for the advantages of standard antennas to 
be utilized when measuring fields of signals in the surrounding environment. In most previous works with 
Rydberg atom sensors, the main focus has been on using atoms in free space [4]. While such an approach 
has several advantages (such as absolute accuracy, detection of THz frequencies, and low field perturba-
tion), these sensors suffer from poor coupling to any specific RF mode, and the spectral response cannot 
be easily tuned or narrowed. By interacting with an external antenna, it becomes possible to select a pre-
cisely defined radio frequency mode using spectral selectivity and antenna gain. In this paradigm, the Ry-
dberg sensor replaces the back end of the receiving system, providing data readout that can surpass the 
limits of Johnson noise and alleviate some impedance matching issues of traditional electronic sensors. 

The investigated experimental configuration enables the use of standard antennas for measuring 
fields of signals in the surrounding environment. In contrast to existing works, which have focused on 
using atoms in free space, such an approach allows for specific RF modes to be selected and the spectral 
response to be easily tuned. The Rydberg sensor replaces the back end of the receiving system, providing 
data readout with high sensitivity and aiding in overcoming impedance matching issues of traditional 
electronic sensors. 

In addition to increasing the coupling of RF atoms, an important research direction is the study of 
alternative probing schemes for thermal Rydberg atoms. Existing methods, such as Electromagnetically 
Induced Transparency (EIT), have their limitations compared to the quantum limit of sensitivity. Employ-
ing more sophisticated probing schemes can significantly enhance sensitivity and throughput. Additional-
ly, integrating a resonator for energy recirculation in a laser currently at 480 nm could lead to improved 
sensor performance and reduce its cost and size. 

Rydberg radio frequency sensors represent a promising technology for the future. In the long 
term, Rydberg quantum sensors may play a crucial role in integrating classical and quantum communica-
tions. Current experiments on quantum frequency conversion and the interaction of Rydberg atoms with 
superconducting resonators are also aimed at this goal. However, to fully understand the potential of these 
quantum tools and their application in real-world tasks, further fundamental research is required. 
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Abstract. This study considers risks and how to manage them. A methodology of management by automa-
tion is developed and proposed, which will contribute to the optimisation of this process. As a result of 
the study, a general picture of how modern risk management may look like is formed. 

 
Production in the modern world is accompanied by the introduction of new technologies and de-

velopments that are relevant for a certain period of time. Due to the fact that enterprises introduce new 
untried technologies, there is a high probability of occurrence of risks, which must be monitored and 
eliminated, otherwise the output will be losses, which will be a loss to the enterprise. 

In order to create the possibility of rapid adaptation of new technologies, it is necessary to moni-
tor and eliminate all risks as soon as possible to prevent losses of the first and second kind. Thus, the 
purpose of the study is to develop recommendations for the formation of the risk management process 
and to propose possible tools for automating the process at this stage of development. 

Risk management is not a new process in quality assurance and control in domestic enterprises 
for a long time. Companies implementing quality management systems and other management systems 
use the principles of risk-oriented thinking, which is required by GOST R ISO 9001-2015 [1], and in or-
der to create a risk management that meets the development of the modern Russian market, GOST R ISO 
31000-2010 "Risk Management. Principles and Guidelines". Risk management is coordinated actions to 
manage the organisation taking into account the risk [2]. The organisational structure of risk management, 
financing of risk management system maintenance and the level of risk management automation are the 
least developed elements of corporate risk management culture in companies [3], therefore, increasing 
risk-oriented thinking and automation of processes that ensure the operability of risk management is one 
of the priority areas of quality management development. 

Risks are divided into the following segments (Fig.1). 
 

 

Fig. 1. Risk clustering 

Often the measures taken at the enterprise to form a risk management process are not enough. 
This is due to the perception of Russian companies not only of risk management, but also of quality man-
agement in general. Most companies take the quality management system (QMS) at the enterprise for 
granted, as a necessary implemented standard that must be complied with, and constantly confirm this 
compliance in order not to lose the certificate. Because of this, the majority of QMS processes are brought 
to a proper state just before the audit, internal regulatory documentation is not updated for long periods of 
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time, and the system itself does not work, but simply exists on paper. Such a formed attitude to QMS is 
certainly not observed in all companies, but the problem exists, and companies often do not look into the 
future for the development of quality management system and management of the organisation as a 
whole. According to the latest data of the International Organisation for Standardisation, ISO 9001:2008 
certificate was issued more times than ISO 9001:2015 (Fig.2) [4], which indicates that the popularity of 
quality management system development is decreasing. 

Fig. 2. Comparison of the number of issued ISO 9001:2008 and ISO 9001:2015 certificates 

Management is constantly changing. In the era of Industry 4.0, smoothly transitioning to Industry 
5.0, these changes are much faster. And to be able to control risks it is suggested to use one of the 
methods of process optimisation – automation. 

Process automation is the use of technology and software to optimise and improve the efficiency 
of a company. It allows to automate routine tasks, speed up processes, reduce the probability of errors and 
improve the quality of products or services [5]. 

Currently, the automation of risk management processes can be presented as follows: 
1) Automation of risk management processes;
2) Centralised documentation of risk management processes;
3) Automated continuous monitoring of key risk indicators;
4) Automation of processes for agreeing changes to the risk management system;
5) Operational reporting.
There are two other options for deploying an automated risk management system: either a

specialised module is implemented as part of a large enterprise management information system, or a 
separate system is implemented. In the first case, the project timeline is determined by the timeline of the 
ERP system itself, but as a result the company gets an integrated solution. In the second case, there is no 
dependence on which ERP system is used at the enterprise, but, as a rule, additional integration work is 
required. 

That is why companies with a holding structure, numerous subdivisions of which have their own 
IT infrastructure and different ERP-systems, can be recommended to implement an independent risk 
management system [6]. 

Implementation of automated risk management 

The automation of the risk management process will be based on incident management and risk 
management itself. Incident management will automate the collection and recording of incident infor-
mation and identify links between risks and incidents. The collection and recording of incidents can be 
done either manually or automatically through the use of sensors in production that will transmit signals 
to information systems [7]. Then automatically in the system will be created risk maps, identification, 
classification and evaluation of risks. It can be said that all risk management processes will be automated.  

Automation on the basis of software ready solution is realised with the help of the following 
technologies:  

− building a process model of risk management with the help of Workflow task assurance sys-
tems – includes the construction of all enterprise process maps and the formation of links between them in 
the form of data flows;  

− data flows will reside in data warehouses;
− data will be processed and analysed automatically using machine learning methods with the

ability to build models and forecasts; 
− use of dashboards and infographics for reporting and visualisation of operational, analytical

and statistical data; 
− automated document management systems will ensure integration of regulatory documents

from different management systems. 

37

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS



 Automation by one's own efforts implies the creation of a quality service or risk management 
group in the enterprise. This group of employees within the framework of risk management activities – is 
responsible for the register, map and risk passports / cards; ensures timely fulfilment of responsibilities in 
the risk management system; proposes measures for the development of the risk management structure; is 
responsible for the creation of the risk management system; is responsible for the selection of key risk 
indicators; establishes risk owners; controls the development and implementation of risk management 
measures [8]. Reporting should be present in all departments and at all levels of management, reporting 
can be collected in the process and as a result of internal audits.  

An opportunity that should be considered by all enterprises in the automation phase is automated 
document management systems. Documentation can be electronic, and in order to ensure that it is com-
piled correctly, there are ready developed templates that can be adapted to the specific organisation. Elec-
tronic document management systems will ensure that information is shared more quickly between de-
partments and that information is collected and processed. For example, to collect up-to-date information 
on incidents that have occurred in the enterprise, it is possible to have a single register stored on a file bal-
loon publicly accessible to risk owners, which will be filled in directly by the owners when an incident 
occurs, or a single incident registration request form can be developed and these requests can be sent to 
the responsible person for checking and registration. Storing documentation in a single system with the 
ability to configure user access will reduce the time it takes for a document to be approved, allow you to 
view past versions of the document, and when integrated with other information systems, automatically 
fill in some fields and update the information. Such software solutions as Microsoft SharePoint Server, 
DocsVision, DocLogix, DELO, DocSpace can optimise the electronic document management system of 
the whole enterprise not only in terms of QMS and risk management [9].  

As for electronic forms, it can be both elementary use of Microsoft Excel tables with shared ac-
cess of employees to the file and Google services – forms and tables (provided that public information is 
processed), and the use of Adobe and Microsoft software products with support for a wider functionality 
in the field of electronic forms.  

In electronic forms can be created: a table of responsibility for the risk management process, a 
matrix of possible types of risk for key areas of the enterprise, a balanced classification of risks of the en-
terprise. Further on the basis of joint work of risk management group in electronic forms and electronic 
document flow system will be created risk register, risk maps, risk impact plan and risk management re-
port. Risk register for confectionery enterprise can be more than one, it is possible to divide the register 
into processes [10]. 

The distribution of the risk map can be represented as follows (Fig. 3). 
 

 

Рисунок 3. Карта рисков процессов 

In automated risk management systems these documents are prepared automatically and prompt-
ly, on the basis of these documents can be built a map of guarantees – a document that defines the areas 
of responsibility of the subjects of the quality management system of the enterprise and other stakeholders 
in the Scientific Journal of NIU ITMO. Economics and Environmental Management Series No. 4, 2020 
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84 with regard to individual risks of the company. The assurance map reflects the coverage of risks by 
control functions of the organisation by levels in accordance with the model of "Three Lines of Defence", 
where the first line performs business functions, the second line – monitoring functions, and the third line 
of defence conducts independent assessment and control. The assurance map can also be compiled manu-
ally, using the company's risk and process classifiers, risk map and other internal documentation [11].  

To implement partial automation of the risk management process can also be used software tools 
aimed at solving enterprise problems and focused on the quality management system and requirements of 
GOST R ISO 9001. One of the most accessible is Microsoft Project, which although not focused on the 
standard and QMS purposefully, but contains a lot of tools that allow to optimise the work on QMS tasks.  

After drawing up the planned risk management documents it is necessary to carry out prevention 
measures according to the risk management plan. This will reduce the risk level and bring it into the per-
missible "green" zone. For each of the identified most dangerous risks in the process, a detailed plan of 
measures to prevent or reduce the threat is prepared. It is also necessary to reflect in the plan of measures 
to realise opportunities, which can help not only the development of QMS, but also the company as a 
whole [12]. For example, for the possible risk "non-compliance with the recipe", where the opportunity 
would be "improving the recipe", such prevention activities are carried out as:  

− training and certification of personnel on process, QMS aspects;
− introduction of thorough parameter control at each production site (not just incoming inspec-

tion and finished product inspection); 
− daily verification of measuring equipment;
− creation of a product route map;
− use of natural additives and preservatives;
− use of software designed for food production (e.g. "Recipe Manager") (step-by-step display of

components according to a given recipe with the display of their parameters) [13]; 
− introduction of an automated timing system with sound and visual effect (the worker can see

and hear by means of automatic signals at what time it is necessary to proceed to the next stage of the 
process);  

− modernisation of recipes, taking into account the experience of other companies (benchmark-
ing). 

Thus, from the very initial stage to prevention and monitoring measures in the enterprise risk 
management process, there are more and more elements of automation, which are often essential in the 
digitalisation of the economic space, so every company that does not make automation a priority should 
think about investing in the IT infrastructure of the enterprise. 

Conclusion 

This study analyses risk management. During the study of the current situation of risk manage-
ment and quality management development, the tendency and need for automation of enterprise processes 
were identified. Possible tools for automation and measures for the implementation of risk management 
were proposed, the scheme of the risk management process, risk register and risk map of one of the main 
processes of the enterprise were drawn up. 
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Abstract. The operation and state of technical objects is described by input and output data describing 
the nature of the activity. For example, power supply systems are described by electrical parameters of 
power, current, voltage, power quality, power factor and many other data. For many systems of mechani-
cal kind of action, the work is described by dependencies and data of power, pressure, flow, consumption 
and so on. It is worth noting that today, given the active development of digital technologies and their 
implementation in various kinds of systems, monitoring of parameters is one of the important tasks, be-
cause on the basis of recorded data analysis and prediction of the behavior of the evaluated apparatuses 
is made [1]. Considering the specifics of the construction of the system of many objects that do not have 
the possibility of data exchange with the system of processing of fixed parameters, there is an urgent need 
to build ways to register the readings of technical objects from such apparatuses and the formation of 
certain algorithms for processing values. 

Technologies and methods of recording readings of technical objects 

Before carrying out the processing of results, it is necessary to ensure the collection of data de-
scribing the behavior and operation of the object or system under study. For particular cases that allow the 
implementation and use of digital technologies, data collection is carried out by building logical systems 
using apparatuses that record values and devices that store and process the data. As an example, a power 
supply system using measuring transformers aimed at recording high values of electrical energy, as well 
as digital voltmeters, ammeters, wattmeters, varmeters, ohmmeters, frequency meters, etc. can be used. 
The logical processing system may be a server that stores, processes the measurement data, and controls 
the entire system. The structure of such control will consist of three main levels (Fig.1): 

- storage, processing and control of the digital system apparatuses;
- physical control of the system;
- monitoring and fixation of values of the system under study.

Server
Data processing, management and 

storage

Control
Control terminals, transformers, 

controllers, automatics

Data logging
Measuring instruments, telemechanic, 

diagnostic controller

Gateway
Communication 

channels

Fig. 1. Structure of a digital system for monitoring and control of a technical object 
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The first unit will mainly consist of a server and a logical decision-making system, based on a 
pre-defined control algorithm or a model based on the characteristics to be recorded. The second level 
may also contain elements of logical control, limited to accepting commands and projecting their execu-
tion on the physical elements of the system, for example, organizing the switching of an electrical object 
or hydraulic system, considering the fixation of excessive pressure readings in individual elements of the 
system. The third block is aimed at registering the values of pierced processes, and sending the readings 
to the server for processing and selecting a behavior scenario. All these levels are united by means of 
communication channels called gateways. The main advantage of such a system is monitoring and regis-
tration of emergency situations, as well as providing an instant response of the logical system and pre-
venting damage to the system. Such structures and systems are characterized by a high degree of reliabil-
ity, because the reaction to abnormal situations occurs almost instantaneously, while, of course, it should 
be understood that there is a probability of failure at each level [2]. To avoid this error, systems can be 
duplicated, for example, connecting an additional server, or made in such a way as to minimize damage. 

For systems that use in their design panelized measuring systems without the possibility of 
providing a communication protocol between logical elements of processing or control. A prime example 
of the technology and method of recording such values is technical vision and machine learning in auto-
mating the process of performing verification and certification of electrical control and measuring instru-
ments. Fixation of values from measuring devices without communication protocols, illustrating parame-
ters by means of outputting values on a dial and fixation of these parameters by technical vision, is caused 
by various features. For example, for digital measuring devices displaying the recorded data on the dial of 
the instrument it is possible to use a vision system with the use of optical character recognition libraries, 
such as Tesseract. OCR, PyOCR, OCRopus, EasyOCR, etc. [3]. [3]. The logic of work is to determine the 
boundaries of the device screen by detection method and read the values from the screen using the library. 
Intermediately, the image is converted into black-and-white format, which is mostly a gradient and sort-
ing of hue values by threshold value for each hue (Fig. 2). 

 

Fig. 2. Example of image processing by set RGB boundary 

Conversion to black and white image format allows to exclude small details and to emphasize the 
main values required for registration. For pointer measuring devices, the task of recording a value is char-
acterized by its degree of processing. For this type of devices, it is necessary to match the arrow and the 
dial of the device to set the recorded value. To solve these problems, various algorithms are used for fix-
ing reference values and matching them through mathematical processing algorithms, such as setting the 
range of arrow hit, pointer deflection angle and pointer magnitude [4]. 

Also, in the field of unmanned aerial vehicles, which is gaining active development, vision tech-
nology is used for territory scanning, terrain mapping, site identification and control of device landing, 
orientation in space, etc. In such cases detection, tracking, depth estimation and segmentation techniques 
are applied, most often such algorithms are used together. In industry, this technology can be applied to 
the production of boards to detect defects. For the operation of such systems it is necessary to realize the 
construction of algorithms for processing of fixed data. 

Algorithms for processing parameters of technical objects 

There is a large number of algorithms for processing parameters of technical objects. These sys-
tems depend on the type of data, processing tasks, volume of input values and allocated resources. 

Pattern and pattern recognition algorithm is a computer vision method used for automatic detec-
tion of objects and individual images in the studied image. The main purpose of this method is to search 
and classify objects based on their characteristics and features. Such a system is based on pattern and pat-
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tern recognition using mathematical and statistical methods [5]. Such methods include: support vectors, 
neural networks, clustering algorithms, etc. The process of image and pattern recognition involves several 
steps: 

- image preprocessing, with noise reduction and image preparation for processing;
- extraction of characteristics and features from images and templates using various methods;
- comparison of extracted features with predefined samples and templates;
- classification and identification of objects in the image based on the comparison results.
Pattern and template recognition algorithms are widely used in various fields such as medicine,

robotics, industrial automation, biometrics, etc. These methods allow automating the processes of object 
recognition and identification, which increases the efficiency and accuracy of the system. 

Another example of a system for processing the parameters of technical objects is the algorithm 
for predicting failures and failures, which is a method of data analysis aimed at identifying the precondi-
tions of possible failures or malfunctions in systems, equipment, machinery or processes before their ac-
tual occurrence [6]. This type of algorithms is applied in various fields such as industry, transportation, 
medicine, information technology and many others, where it is necessary to fix and prevent possible prob-
lems. This is necessary to minimize the risks of failure occurrence. The main purpose of this algorithm is 
that prediction of a possible failure or problem before it occurs. To do this, algorithms analyze large 
amounts of data using machine learning, statistics, artificial intelligence and other techniques. The pro-
cess of a failure and failure prediction algorithm typically involves the following steps: 

- data collection and preprocessing;
- feature extraction;
- construction of the prediction algorithm;
- training and testing the model;
- prediction and acting.
Failure and failure prediction algorithms ensure the reliability and efficiency of various systems

and processes, helping companies prevent potential problems and minimize losses. 
Another example is the optimal maintenance scheduling algorithm, which is a method or process 

for optimizing the scheduling of maintenance work and equipment maintenance [7]. The objective of this 
algorithm is to minimize the downtime of the equipment, to ensure its proper functioning and to increase 
the service life of the apparatus or system. This algorithm takes into account various factors such as type 
and condition of equipment, regulated maintenance schedules, availability of spare parts and personnel, 
and budget constraints. Optimal scheduling helps in determining the timing and sequence of maintenance 
activities to ensure smooth operation of the production, equipment or system. The optimal maintenance 
scheduling algorithm is often based on mathematical models or optimization techniques to find the best 
solution considering all the constraints and objectives of the maintenance process. This algorithm plays an 
important role in equipment maintenance management in industrial plants, transportation systems, avia-
tion and other industries where it is important to maintain high production efficiency and safety of opera-
tions. It helps to reduce maintenance costs, increase equipment reliability and service life, and reduce the 
risk of accidents and downtime. 

A separate algorithm for monitoring and controlling the state of an object, which is a set of in-
structions, programs or procedures that allow to observe and control the state of certain objects or systems 
[8]. This algorithm usually consists of such stages as: 

- determination of object parameters;
- establishment of threshold values;
- data collection;
- data analysis;
- decision making;
- control and monitoring.
The important elements of this algorithm are parameter determination, threshold setting, data col-

lection, analysis and decision making based on the obtained information. The algorithm of monitoring 
and control of the object state can be implemented with the help of special software systems, sensors, data 
collection devices and other technologies that help to automate the control process and ensure the reliabil-
ity and efficiency of objects. 

Conclusion 

To summarize, it can be noted that algorithms of processing and registration of readings of tech-
nical objects of research are important aspects of correct functioning of the system today. Thanks to the 
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active development of digital technologies and instrumentation, it is possible to build a system with a spe-
cial degree of registration and response to disturbing influences, as well as considering different scenarios 
of system operation. A prime example of digital technology is technical vision, which provides the inter-
action of a largely analog system with a superimposed logical system. 

Results processing algorithms are also an important part of new digital systems. Collecting and 
analyzing data to ensure efficient functioning of technical systems is among the primary tasks. The pa-
rameters are further processed by algorithms and methods for processing the parameters of technical ob-
jects. In this paper, as one example, attention was paid to the need for data collection for analytical pre-
diction of object behavior in order to prevent accidents and ensure prompt system response. The structure 
of control and monitoring of technical systems was discussed, including the levels of storage, data pro-
cessing and physical control. 

The paper presented an analysis of processing algorithms including pattern and pattern recogni-
tion, failure and failure prediction, optimal maintenance planning and object condition monitoring. These 
algorithms are important tools for improving the efficiency, reliability and safety of technical systems. 
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Abstract. Evaluation of verification of electrical test and measurement devices is carried out by determining 
the compliance of the established measurement errors of the device and the declared accuracy of the device. 
Correct calculation of this parameter directly depends on the investigated measurement results of the device 
under test. Verification is carried out in accordance with the regulatory rules that establish requirements for 
the conditions and equipment of certification, such as ambient temperature, atmospheric pressure, relative 
humidity, vibration, magnetic field, electrical network pulsations, etc. [1]. Non-compliance with the conditions 
described in the standards threatens to distort the measurement results. It is worth noting that it is not always 
possible to meet the established requirements, and in many cases, for example, in case of a voltage surge, it is 
possible to obtain a falsified measurement value in time. The probability of such a result is rather small and is 
excluded by the certification methodology, but it is not equal to zero. 

Deviations of electrical control and measuring instruments 

Deviations of measured values from the actual values are measurement errors. Detection, analysis 
and elimination of these values is the key task of verification of electrical control and measuring instru-
ments (CMI). These deviations are divided into several types, depending on the influencing parameters 
and phenomena. The most important division is into computational and manifestation errors. Computa-
tional deviations include absolute, relative and reduced deviations. Using these errors are analyzed the 
results of verification and determination of the suitability of CMI. By the nature of manifestation of errors 
can be divided into: random systematic and gross. Systematic deviations include errors due to the nature 
of manifestation or source. It is worth noting that there are quite a large number of deviations, but the 
main feature of these values is in the manifestation. These outliers can be detected either separately or 
together, forming a mixed form. An example would be an operator error in a single measurement that 
caused the measured value to deviate significantly from the original set value. Such an error can be re-
ferred to gross random or, more precisely, gross probabilistic error. In this case, the kind of error manifes-
tation is subjective. 

All electrical CMI today, globally can be divided into two main types, these are digital measuring 
devices and devices of mechanical action magneto-electric, electromagnetic or analog pointer. Both the 
method of verification of these devices, and certain errors in each type of device are different. For exam-
ple, when carrying out the certification of arrow CMI, in order to correctly determine the deviation of the 
arrow of the device, a methodology that implies the use of a mirror is used. This is necessary to reduce 
the possible manifestation of deviation of measurement results in the case of incorrect determination of 
the deviation of the arrow of the device. Such an error occurs when verifying only analog pointer CMI 
and also bears the name of readout error, which, in turn, consists of interpolation and parallax errors [2]. 
These deviations, given the nature of manifestation, occur inevitably, differing only in the degree of in-
fluence, which depends on the subject. The interpolation error is always manifested when determining the 
position of the CMI indication arrow between two neighboring scale divisions. This error has a value of ± 
0.2-0.1% of the division value, within which the metrological readings of the measuring instrument are 
determined [3]. As mentioned above, digital instruments also have a deviation inherent in their function-
ality. Such error is called quantization, at that the character of manifestation is not subjective and most 
often such deviation is considered when carrying out calibration measures, because they cannot be ex-
cluded [4]. The error of parallax, as well as interpolation, is always manifested at perpendicular view on 
the measurement scale. The error depends on y – distance between the scale and the measuring device 
arrow, z – displacement of the observer's gaze in the plane parallel to the scale and l – distance from the 
observer to the CMI arrow. The error is determined by the following formula: 

⋅
=∆ par

y z
l
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Subjective errors depend on the operator, his experience and degree of fatigue. This manifestation 
can be both systematic, in case of violation of the rules of verification methodology, and random in mani-
festation, due to fatigue, inattention, etc. The latter indicates the possibility of distortion of only a certain 
number of measurements from the entire sample of verification results. It should be noted that these errors 
can falsify the measurement results up to the value of gross error, i.e. by a sufficiently large value. Taking 
into account such data is necessarily reflected in the final certification and reduces the degree of quality, 
not only the verification itself, but also the determination of the final accuracy of the electrical control and 
measuring device. Compliance with the requirements of verification reduces the manifestation of such 
errors, but even in the standards for the conditions there is a calculation of coefficients to account for 
changes in the conditions of certification, to level the influence of distortions on the results of measure-
ments. 

Verification is accompanied by determination of compliance with the accuracy and measurement 
results established by the instrument. Compliance with the established standards for testing: environmen-
tal conditions, methods of fixing values, methods of calculations, determines the purity of the experiment 
its accuracy and precision. It is also worth highlighting the reproducibility of measurements, which de-
termines the compliance of all conditions and techniques when repeating the experiment. All these pa-
rameters determine the quality of verification activities. In support of this conclusion it is necessary to 
compare accuracy with reliability, which is a qualitative characteristic [5]. Such parameters as probability 
of failure-free operation, failure rate, failure-free rate, etc. characterize the value of reliability and can be 
expressed quantitatively [6]. In turn, the accuracy parameter is described by such quantities as error, the 
probability of accepting the device as fit or unfit, the conditions of verification, as well as errors of the 
first and second kind. By analogy with reliability, we can conclude that the complex accounting of the 
described parameters determines the quality of CMI. 

Separately, it is possible to identify certain errors that are random, coarse or mixed. The results of 
measurements can be considered from the point of view of probability, determining the errors of the first 
and second kind, as well as the probability of recognizing the investigated device as valid and vice versa. 
The indicators of these calculations can be considered from the point of view of the quality of the tested 
CMI. 

Influence of coarse manifestations of measurement deviations on the results of verification 

The errors of electrical measurements recorded by CMI can be considered from the point of view 
of statistics, according to a certain law of distribution of the value. Devices are designed to display the 
real physical quantity with the highest possible approximation, i.e. accuracy, but due to various kinds of 
circumstances, it is possible to manifest measurement errors. Hence we can conclude that the calculated 
value of the error of the device tends to a certain value. It is worth considering that in the process of oper-
ation the accuracy of the device decreases, for various reasons, and the readings of the device will also 
tend to the actual measured value of the electrical quantity, but with large deviations. This conclusion 
confirms the theory put forward earlier about the aspiration of the device readings to a certain value. 
Clearly distinguished among all deviations are gross errors, the manifestation of which has a probabilistic 
nature, for a variety of reasons and are statistical outliers that distort the results of the evaluation. It 
should be noted that the accuracy parameter refers to a qualitative characteristic describing the compli-
ance of the device to perform a direct function according to the established norms and requirements. At 
the same time, compliance with accuracy determines correctness, which also refers to quality parameters 
in the context of measurements by electrical CMI. Considering measurement errors from the point of 
view of statistics, gross deviations will be the most prominent among other values. 

Figures 1 and 2 show the results of compliance with the normal law of distribution of the reduced 
errors of electrical measurements of two different electrical CMI. Analysis of deviations for compliance 
with the distribution law was carried out using the Shapiro-Wilk, Kolmagorov-Smrnov and Lilliefors cri-
teria. These criteria were chosen because of the adequacy of working with small samples. To solve the 
same problem Pearson's criterion is not suitable, because for a more accurate analysis of the results, there 
is a need to increase the sample to 30 or more values. According to the analysis of the results in Statistica 
program it was determined that the compliance of measurement errors with the normal distribution law. 
This can be seen from the correspondence of the graphs of Figures 1 A) and 2 A) to the normal distribu-
tion diagram. The Kolmagorov-Smirnov and Liliefors criterion in both cases shows exceeding the signifi-
cance level greater than 0.2, which corresponds to the normality of the distribution law. The Shapiro-Wilk 
criterion also confirms the hypothesis of normality of distribution as in both cases the significance level is 
greater than 0.05. 
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In Fig. 1 Б) and 2 Б), gross error outliers were artificially introduced at random. The Kolmago-
rov-Smirnov criterion indicates that the results of deviations with gross errors conform to the normal dis-
tribution law, while the Lilliefors and Shapiro-Wilke criteria reject this hypothesis. Visually, the graphs 
have changed a lot in comparison with the initial ones, Fig. 2 A) has acquired a distribution visually more 
similar to the uniform one. 

Fig. 1. Histogram of evaluation of compliance deviations of electrical CMI № 1 
A) without emissions, Б) with emissions

Fig. 2. Histogram of evaluation of compliance deviations of electrical CMI № 2 
A) without outliers, Б) with outliers

These estimates show the extent to which the introduced changes affect the magnitude distribu-
tion. Prior to the introduction of the errors, none of the reported measurement errors in CMI 1 and CMI 2 
exceeded the ± 1.5 % stated in the device data sheet, with the average accuracy values for these devices 
being 0.6 % and 0.665 %. After entering the deviation values 3, the values for CMI 1 and CMI 2 exceed-
ed the accuracy limits, with the average for CMI 1 being 0.737 % and for CMI 2 being 0.833 %. Accord-
ing to the requirements. 

If during the verification of an electrical instrument at least one measurement falls outside the ac-
curacy limits of the instrument, it is common practice that the instrument is unusable, which is confirmed 
by the requirements for carrying out measurements [7]. This is due to the fact that the accuracy of the de-
vice is one of its main qualitative indicators and serves to determine the compliance of measured values 
with reference or standard values. Of course, it is possible to notice the influence of coarse deviations on 
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the results of average accuracy indices of electrical CMI. For average accuracy values close to the bound-
ary value, coarse deviations will have a much stronger influence, because in this case the accuracy of the 
instrument may go beyond the nameplate values. In attestation and evaluation of parameters of deviations 
of electrical measurements one should not forget about the quality of evaluation. According to the stand-
ard "Reliability and requirements for methods of verification of measuring instruments" it is possible to 
evaluate the attestation of electrical instrumentation in terms of quality [8]. The basis of mathematical 
apparatus in these requirements is the probability of correct attestation of CMI and possible occurrence of 
false attestation errors of the 1st kind or false non-attestation of the 2nd kind. These criteria describe not 
only the compliance of the CMI accuracy with the declared passport values, but also establish the quanti-
tative value of not only possible errors, but also the difference of change or influence of parameters on the 
certification as a whole. In this way it is possible to additionally or more accurately assess the impact of 
the proposed implemented techniques. 

Figures 3 and 4 show the constructed operational characteristics of the verification of the devia-
tion results of the two electrical CMI investigated earlier for the change of the distribution law consider-
ing the influence of gross errors. 

 

Fig. 3. Graphs of operational characteristic of verification of electrical CMI №1 

 

Fig. 4. Graphs of operational characteristic of verification of electrical CMI № 2 

Values below the curve up to 1 on the X-axis of the accuracy ratio argument describe the area of 
correct estimation. For example, for the point 0.5 on the X axis, the probability of correct estimation is 
100% in both cases. For the point 0.9, the difference of the correct attestation values between the values 
with and without outliers is clearly visible, it reaches about 5% at the point, for the difference between the 
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average accuracy ratios. At the same time, an increase in false attestation can be seen in the area under the 
curve for arguments of the accuracy ratio greater than 1. 

Conclusion 

The main task of the electrical CMI certification is to set the accuracy index of the investigated 
measuring device and assess its compliance with the established requirements of the device functioning. 
Errors appearing as a result of verification can sufficiently distort the results of the verification event. 
Such errors can have a random manifestation, systematic, methodological, etc. Coarse outliers are most 
clearly distinguished among the whole sample of measurement results. Such phenomenon is clearly visi-
ble when considering the results of attestation from the point of view of statistics. According to numerous 
researches of scientists it has been revealed that the results of deviations of electrical CMI measurements 
correspond to the normal distribution law, which was considered in the study and the given graphs and 
evaluation results confirmed this theory. The Kolmagorov-Smirnov, Lilliefors and Shapiro-Wilke criteria 
indicated the conformity of the presented samples, before the introduction of coarse outliers, to the nor-
mal distribution law. At the same time, the estimation of the average accuracy and indicated that the re-
sults fully satisfied the accuracy of the device. In addition, these results were considered from the point of 
view of probability and reliability, where the construction of operational characterization revealed a clear 
influence of coarse outliers on the certification of measuring instruments. 

Summarizing the conducted research, we can confidently establish that the expediency of using 
different methods of exclusion of gross errors is justified. This conclusion is based on the average esti-
mate of the accuracy parameter in terms of statistics and the probability of verification of electrical CMI. 
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APPLYING THE GRNN MODEL TO FILL THE MISSING VALUES 
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Abstract. The study describes the application of a generalized regression neural network (GRNN) to solve 
the problem of filling the missing values in a dataset. The basic concepts of network operation, the fea-
tures of this architecture, its advantages and disadvantages are considered. A technique for using GRNN 
to restore passes is also provided. In addition, the article outlines possible prospects for further research 
in this area and demonstrates the results of training a model on the dataset. 
Keywords: GRNN, missing values, neural networks, regression, data preprocessing. 

 
Filling missing values in the dataset is an important step of preprocessing and can have a signifi-

cant impact on the results of the analysis. Modern researchers often face the problem of missing data that 
needs to be processed, because the absence of some values or their incorrect filling leads to the impossi-
bility of using machine learning methods and making decisions based on available data, making the anal-
ysis of such data useless [1]. Thus, finding effective methods in order to properly process the gaps is an 
actual problem. There are various methods for filling such values, the simplest ones include filling with 
the average or median value for a column [1], however, such methods do not allow to see complex de-
pendencies in the data, but only describe the general picture [2]. The task of restoring numerical data gaps 
can be reduced to a forecasting task. One of the promising approaches to solving this problem is the use 
of neural networks. When starting to develop a neural network model, usually we face the problem of 
choosing the optimal neural network architecture. Sometimes simple fully connected neural networks are 
used, but a more effective solution is GRNN models that can find hidden nonlinear patterns in the data 
[3]. These are the models that will be considered in this paper. 

 

 

Fig. 1. GRNN Architecture 

A generalized regression neural network (GRNN) is a type of neural network with a radial basis. 
This network can be used for regression, forecasting and classification. Based on the existing training data 
X and Y, the network calculates the predicted Y  [4]. GRNN consists of several layers: the input, the hid-

50

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS

mailto:vibozhenko@yandex.ru


den (pattern), the summation and the output (division). Observations are received on the input layer, the 
activation function of this layer is linear. The second layer of such a network is called a radial-basis net-
work with a radial-basis activation function, the summation layer transmits the numerator (the sum of 
multiplication of the training and activation outputs) and the denominator (the sum of all activation func-
tions), and the output layer contains one neuron that calculates the output data by dividing part of the nu-
merator by part of the denominator and is designed to evaluate the weighted average [5, 6]. 

The probability density function used in GRNN is a normal distribution and is based on the fol-
lowing equation: 
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The following equation is used as the activation function: 
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D is used as a measure of how well each training sample can represent predictions. σ – the only 
important parameter that needs to be determined, while there is no specific rule on how to select it, as a 
rule, a value from 0 to 1 is selected. 

GRRN is a one–pass algorithm, input weights are used for GRNN training – these are the trans-
posed training inputs, and the output weights are the learning targets. During training, weights and pa-
rameters are tuned to minimize prediction error. The best approach is to find where the mean squared er-
ror (MSE) is minimal: 
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The advantage of the GRNN network can be considered the definiteness of the structure, because 
the network actually accommodates all the training data. On the other hand, such a neural network struc-
ture is its biggest drawback: with a large amount of training data, the network speed decreases, sometimes 
very significantly, due to a noticeable increase in the complexity of the architecture. At the same time, 
with a small amount of input data, the network learns very quickly. GRNN allows you to count nonlinear 
dependencies in the data, which makes it an effective tool for approximating complex functions and pre-
dicting missing values. This method works on the radial basis function, which allows you to consider the 
data structure and allows you to model complex dependencies between variables [7]. 

The general algorithm for filling missing values can be represented as follows: 
1. Check for data gaps at the preprocessing step,
2. Identify the feature or features in which you need to fill the gaps – Y,
3. Select from the complete data sample the part in which the values in the rows for this feature

are completely filled, this particular sample will be used to train the neural network, 
4. Train the GRNN model on a dataset without omissions, evaluate the accuracy of the resulting

model on validation data, 
5. Use a sample in which there are missing values in the target column Y, predict the values of

this feature using a trained GRNN model, obtaining the restored values based on the available features X, 
6. Replace the empty values in the original dataset with the restored values obtained in the previ-

ous paragraph. 
There are various libraries for implementing neural networks. In this paper, the Python program-

ming language, keras and pygrnn libraries were used to develop the GRNN model. The mean squared 
error (mse) was chosen as the loss function. An open dataset that contains information about diabetes has 
been selected as a dataset to test the network. To create the model, the glucose level was selected as the 
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target column, in which 15% of the missing values were found. The network is created and trained based 
on the prepared data, before training the network was performed data processing, which included data 
normalization and removal of outliers for a more accurate forecast. Rows in which the value of the target 
column is not filled in did not participate in the training. The remaining data were divided into training 
and validation samples, with 1/4 of the validation. Fig. 2 shows the results of the MSE for 125 epochs of 
learning. On the last epoch, the MSE is 0.0144 on training, and 0.0377 on validation. Such results allow 
us to apply the model to fill in the missing values based on the available data, since the spread relative to 
the initial values is low. However, in the course of this work, a dataset was also analyzed in which the 
number of completed training data was 150 rows, while it was not possible to train the GRNN model to 
effectively identify patterns in the data, which may be due to a small amount of training data. In addition, 
in order to obtain the highest quality metrics, it is necessary to apply not only data preprocessing methods, 
but also methods to identify the most significant features that affect the target value of the predicted pa-
rameter. 

 

Fig. 2. Results of model training 

Finally, the paper presents a technique for filling in missing values using GRNN. It can be con-
cluded that GRNN is a good tool that can be effectively used to solve this problem, as it allows you to 
automatically extract complex dependencies from data and make high-accuracy predictions. However, it 
is worth noting that it is necessary to prepare the data correctly, as well as take into account the quality of 
the resulting model. If the quality metrics of the model are too low, then it is impractical to use this meth-
od. It is of interest to further study the dependence of the effectiveness of this method on the number of 
objects for training and compare this approach with other methods. 
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Abstract. Automation using laser geometry scanning is an advanced technology that is increasingly being 
used in a wide variety of industries, including construction, engineering, archaeology and manufacturing. 
This technology makes it possible to collect three-dimensional data about objects or territories with high 
accuracy and speed, which opens up new opportunities for analysis, design and quality control. Fig. 1, 2. 
 

Point clouds provide a quick visualization of a real-world object. At the same time, they are suc-
cessfully used for measuring and controlling objects, 3D printing, visual visualization of hard-to-reach 
places or large extended objects, creation of three-dimensional and mathematical models, pattern recogni-
tion, in automated analysis, reconstruction and operation, and are also the basis for reverse engineering of 
real objects. In the case of reverse engineering, the first step in analyzing this type of data is usually to 
repair the surface and triangulate it to obtain a basic approximation in the form of a polygon mesh. Trian-
gulation can then be used to approximate such a surface with higher-order functions, such as parametric 
or Nurbs surfaces. [1] 

 

Fig. 1. Object Surface Point Cloud 

 

 

Fig. 2. Face normals.  

Laser scanning is the process of capturing digital information about physical objects through the 
use of a laser beam. The scanner projects laser beams onto an object and measures the time it takes for the 
beam to bounce back to the sensor. This data is then converted into accurate three-dimensional models of 
the object. 
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Advantages of the technology 

High accuracy and speed: Laser scanning allows you to obtain a detailed three-dimensional model 
of an object with a high degree of accuracy in a short period of time. 

Versatility: The technology can be used to scan objects of varying size and complexity, from 
small parts to entire metropolitan areas. 

Improved design and planning quality: With 3D models obtained from laser scanning, engineers 
and designers can analyze designs more accurately, identify potential problems, and optimize processes. 

Reduce costs and time: Automating data collection processes reduces the time and cost of data 
processing, as well as minimizes the likelihood of errors [2,3].  

A polygon mesh (model) is a set of topologically related simple geometric two-dimensional prim-
itives that describe the surface of an object. These primitives are polygons, which are shapes with straight 
sides (3 or more sides) defined by points in three-dimensional space (vertices) and lines (edges) connect-
ing these points. Using a 3D scanner, Fig. 2,3. 

Fig. 2. 3D scanner 

Fig. 3. 3D Scanning Engine 

The inner area of the polygon is called the face. Typically, in a polygon mesh, vertices and edges 
are shared by different faces to implement their topology. In this case, they are referred to as shared verti-
ces or shared faces. The outer edges of the mesh are called boundary edges. The front side of a polygon 
face is graphically represented by a vector perpendicular to it, called the face normal. The order in which 
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the vertices surrounding the face are listed determines the direction of the face (which way the face is fac-
ing and which way the face is facing the wrong side). This fact can be important because polygons are 
only visible from their face. The polygon model is more accurate and closer to the original feature the 
smaller the size of the polygons and the greater the number of polygons. Therefore, polygonal models are 
divided into high poly and low poly, and since the amount of data in polygonal models greatly affects the 
performance of technical equipment, these two types of polygonal models have different applications. 
Low-poly models are mainly used where you need high performance and speed to render the model in a 
program, such as in games. However, it is possible to increase the detail of the model by using tessella-
tion. Tessellation is a method by which it is possible to increase the number of polygons in a three-
dimensional model using Bézier curves. In this case, each polygon of the model is divided into a specified 
number of related polygons, which are lined up according to the general direction of the model's surface. 
In this way, you can first create a simple model and then quickly and easily increase its detail. Polygonal 
modeling is modeling only the surface of an object, so it belongs to hollow modeling [4,5]. This manifests 
itself in the fact that when editing such a model, if you remove some of the polygons, a hole will appear 
in the surface through which the entire interior of the model will be visible. That is, such a model, unlike 
solid models, does not have information about its volume. Therefore, the disadvantages of polygonal 
models include the fact that it is impossible to obtain information about the physical properties of an ob-
ject, such as mass, volume, center of gravity, etc., from such models. 

Conclusion 

Automation using laser scanning of geometry opens up new horizons in design, manufacturing 
and research. Thanks to its high precision, speed and flexibility, this technology is becoming an integral 
part of modern industry, contributing to its efficiency and innovation. 

The use of laser scanning to automate processes is making significant changes in the approaches 
to the development and implementation of innovative solutions. This technology makes it possible to ob-
tain three-dimensional models of objects with incredible detail and accuracy, which in turn provides a 
deeper understanding of their structure and functioning. In this way, engineers and designers can not only 
improve existing products, but also create entirely new ones that would not be possible without this level 
of visualization and analysis. 

The use of laser scanning in automation also helps to reduce the time and cost of design and pro-
duction. Automatic data collection reduces the need for manual labor and minimizes the likelihood of 
human errors. This is especially important in industries such as aerospace and automotive, where high 
demands on precision and reliability make every detail critical. 

In addition, laser scanning plays a key role in supporting sustainable development and environ-
mentally friendly production. Accurate modeling and analysis help optimize the use of materials, reduc-
ing waste and improving resource efficiency. In construction, for example, this makes it possible to accu-
rately assess the amount of materials needed, avoiding their excessive use and contributing to a reduced 
environmental impact. 

In the field of cultural heritage, laser scanning opens up new possibilities for documenting and 
preserving historical monuments. The three-dimensional models created with it can serve to virtually re-
construct objects damaged by time or disasters, providing an invaluable resource for researchers and fu-
ture generations. 

Finally, advances in laser scanning and related automated technologies are contributing to the ad-
vancement of science and technology. Researchers have the opportunity to study objects and processes 
with an unprecedented level of detail, discovering new patterns and mechanisms in a variety of fields, 
from biology and medicine to archaeology and planetary science. In this way, automation using laser 
scanning not only increases the efficiency of existing processes, but is also a powerful stimulus for inno-
vation that contributes to the development of knowledge and technologies of the future. 
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Abstract. The work presents the issue of forming a point cloud during autonomous 3D scanning of prem-
ises by a robotic system. The tool used is LiDAR placed on a mobile platform with a manipulator or a 
moving bracket. The work solves the problem of precise positioning of all elements of the system. The di-
rect kinematics problem is solved at the first stage of constructing a point cloud. A simplified technique is 
defined for automation instead of solving the inverse kinematics problem when there are voids in the 
point cloud. Mathematical models were built for a system with a certain set of elements to solve both 
problems. The question of adapting the resulting models to arbitrary sets of elements is discussed at the 
end.  
Keywords: Autonomous 3D Scanning, Automation, Kinematics Problem, Mathematical Model. 

 
3D scanning of rooms is used in various tasks. This is the task of obtaining a digital copy of the 

premises, preserving historical values, archeology, speleology, searching for victims under the rubble, and 
others [1] [2]. The study of premises is carried out using robotic platforms controlled by humans. The 
technical means used, the method of communication with the robotic platform and the situation require 
the abandonment of direct control and automation of the process. 

The result of the 3D scan will be a cloud of points. It is used to assess a situation or obtain a set of 
surfaces for analysis [3]. A point cloud consists of sets of coordinates of individual points. Most modern 
3D scanners are time-of-flight and determine the distance to the nearest obstacle. These include acoustic 
and light scanners. LiDAR has the highest resolution and the smallest error. 

LiDAR on a mobile robotic platform can obtain the distance to an obstacle – the basis for the co-
ordinates of a point in space. The direct kinematics problem converts this value into point coordinates. 
The direct problem of kinematics is simple. But solving it automatically requires description and adapta-
tion. 

The solution to the direct kinematics problem should be divided: the first task is the location and 
orientation of the mobile platform, вторая – вопрос позиционирования места крепления LiDAR, the 
third task is to determine the coordinates of a point based on previous tasks and sensor readings. 

In the first task, you need to determine the position of the mobile platform B (the reference point 
of the manipulator on it) and its rotation angle around the Oz axis relative to the base β – fig. 1. The posi-
tion can be determined using: 

- sensors (magnetometer and gyroscope, satnav, etc.); 
- LiDAR measurements of distances to obstacles using a predefined algorithm and previous 

measurements; 
- mathematical models [4] [5]. 
The positioning method is based on the hardware characteristics of the platform and scanning 

task. In what follows, we will assume that the coordinates (x0,y0) and the angle β are already known. 

B(x0,y0) β

A(0,0)  

Fig. 1. Mobile platform: horizontal displacement from the reference point  
and rotation angle from the reference direction 
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In the second problem, we neglect the rotation of the manipulator around the base. Most manipu-
lators perform movements in one plane. In this case, the solution to this problem is to determine the coor-
dinates of the position of the last joint (the place where the LiDAR is attached). The complexity of the 
task depends on the number of links in the manipulator (fig. 2). To solve the problem, we can use the ro-
tational matrix [6] or use a right triangle (the manipulator links are vectors, the point is the sum of vec-
tors). 

We will consider the manipulator in coordinates (x,z). To find a point (fig. 2, left), each link of 
length li must be rotated around its origin by the sum of all previous angles θj: 
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By adding separately the values along the axes Ox – (1) and Oz – (2) we obtain the required val-
ues: 
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where n is the number of manipulator links. 

(x,z)

θ1

θ2

θ3

l2

l3
l1

θ
l

(x,z)

Fig. 2. Manipulator: multi-link (left) and single-link (right) 

When solving the problem of automatically collecting a point cloud indoors using LiDAR placed 
on a mobile platform, the manipulator deflects it relative to the floor plane. This simplified version (fig. 2, 
right) is solved by (3) and (4). 

The lengths of all links l are known in advance. If the set of angles θ for each link is known in ad-
vance, it is necessary to include pre-calculated values in the firmware of the mobile scanner controller. 
This will speed up calculations and reduce the time it takes to generate a point cloud. If the algorithm of 
the mobile scanner includes dynamic determination of angles θ, then it is worth using memoization. 

In the third task, for most LiDAR installations, the determination of relative coordinates (x,z) is 
performed similarly, therefore (3) and (4) can be supplemented: 
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where l1..ln are the known lengths of the manipulator links, ln+1 is the distance to the point ob-
tained by LiDAR (fig. 3, left), x’ and z’ – are the values of the known coordinates of the obtained point 
without taking into account the positioning of the mobile platform.. The result will be a point with coor-
dinates (x’,0,z’), which must be rotated around the Oz axis: 

 '' ' cos ,= ⋅ βx x  (7) 

 '' ' sin ,= ⋅ βy x  (8) 

 '' '.=z z  (9) 
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Fig. 3. Operating ranges of the manipulator: direct kinematics (left)  
and inverse kinematics (right) 

Let us shift the point obtained in (7), (8), (9) to (x0,y0,z0) and express it through (5) and (6): 
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Constants and memoization speed up (x,y,z) calculations. A point cloud is obtained without re-
ducing the speed of point collection. 

The solution to the inverse kinematics problem is to determine the position (x0,y0,z0), angle β and 
all angles θ at which the analyzed area is within the optimal range of the LiDAR. If any area needs to be 
explored in more detail, then this approach is used. The permissible range of operation is determined (fig. 
3, right) taking into account the deviation within the documented limits of all moving parts. The mobile 
platform is moved so that the resulting area coincides with the analyzed area. 

The mathematical model obtained in (10), (11), (12) allows you to automate the process of ob-
taining a point cloud during 3D scanning using LiDAR of rooms or enclosed spaces. In this work, we 
considered an autonomous mobile platform. This platform can be implemented by wheeled and tracked 
ground robots (Fig. 1-3) and unmanned aerial vehicles [7]. The selected type of mobile platform only af-
fects the method of obtaining and the meaning of the basic values (x0,y0,z0). This paper does not address 
the issue of 3D scanning in motion. Each measurement is carried out by a standing mobile platform. The 
task of further research is to adapt the mathematical model to continuous motion. 
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Abstract. The article deals with the urgent problem of ensuring security and protection from threats asso-
ciated with the use of artificial intelligence (AI). The author notes the importance of developing effective 
mechanisms of protection against potential threats from AI and their negative consequences for society. 
In the development of AI there are dangers associated with its inordinate use in various areas of life. 
Keywords: machine learning, artificial intelligence, law, protection, threat, society, development. 

 
Artificial Intelligence (AI) is a technology that allows a system, machine, or computer to perform 

tasks that require intelligent thinking, that is, to mimic human behavior for incremental learning using the 
information gained and solving specific questions.  [1] 

Machine Learning (ML) has a great impact on people's lives and work. The demand for ML-
based products is growing every day. Better data generation, more accurate predictions and calculations 
are required. However, the stronger the AI industry develops, the more questions arise about protecting 
humans from the impact of AI on them. [2] 

Machine learning is already being actively used in the sphere of information technologies, im-
plemented in medical and military, transportation, entertainment, as well as in many other areas of human 
activity. However, in many countries there are still no laws regulating the activities of artificial intelli-
gence and everything related to it. This is a big problem, as it is not regulated who is responsible for the 
actions of neural networks and AI.  

Artificial intelligence has no concept of morality, decency, it creates what the user orders. There-
fore, AI performs the role of a tool for work and entertainment, on a par with other programs and algo-
rithms. Therefore, only the issuing company that owns the product places restrictions on the generated 
data. Because of this, attackers can take advantage of artificial intelligence for selfish purposes. They can 
create fake data and pass it off as true data, because the level of generated data is so high that it is impos-
sible to distinguish it from real data.[3] 

Also, one of the main concerns associated with the development of artificial intelligence is the 
possibility of losing control over it. An AI that is out of control can direct its actions against a human be-
ing, which can lead to serious consequences. To avoid these situations, AI should be tested thoroughly, 
modeling its work in laboratory conditions. Study and eliminate situations in which AI gets out of control. 
Depending on the environment of use, the consequences vary, but in all cases, AI out of control leads to 
dangerous situations. 

Let's consider some situations: 
1. Malpractice: 
If the AI was designed to perform certain tasks, then without control it could continue to operate 

uncontrollably and accomplish its task in a way that causes damage, harm, or loss of life; 
2. Error propagation: 
AI can begin to exhibit undesirable behavior or make errors in conclusions if its control is not ex-

ercised. Errors can occur in a variety of areas, including finance, security, healthcare, and more; 
3. Threat to privacy: 
In some cases, AI may contain sensitive data or have access to vulnerable systems such as video 

surveillance systems or company networks. If control over the AI is lost, it could lead to the leakage of 
sensitive information or abuse of access. 

4. Religious or ethical issues: 
If AI has advanced intelligence and self-learning capabilities, its loss of control may raise ques-

tions of religion and ethics. For example, there would be the question of what status and rights AI should 
have and how to protect them; 

5. Social implications: 
AI can affect social structures, jobs and the economy as a whole. Losing control over AI can lead 

to increased inequality, job losses and imbalances in society. 
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As they work, neural networks get better and better each time, they do not lose their performance 
over time, unlike humans. Artificial intelligence can automate workplace processes, thereby reducing the 
number of jobs an employer could hire people for. It can analyze data, perform different tasks and make 
complex decisions. With proper training and supervision of a single neural network, it can replace a huge 
number of workers. [4] 

In the context of machine learning models, the problem of distinguishing malicious from harm-
less information arises and cannot always be solved with a high degree of reliability. With such models, 
there is a risk that malicious data may eventually be classified as harmless, as machine learning models 
are trained on the data provided and seek to optimize their predictive abilities. [5] 

This phenomenon, called overlearning, occurs when machine learning models contain "incom-
plete" knowledge about the data and are unable to generalize beyond the available training dataset. In this 
case, the models may distort classification by not sufficiently considering the context and characteristics 
of the malicious data. 

The overfitting of machine learning models, which can lead to the classification of unsafe data as 
safe, poses a significant threat to the safety and reliability of systems. Therefore, mechanisms and meth-
odologies are needed to combat this problem, including continuous updating and retraining of models us-
ing relevant and representative data, as well as the use of additional methods to validate and control re-
sults, including manual moderation of incoming queries. 

It is not always easy to understand the true logic that machine learning models use to make deci-
sions. This is due to the many hidden layers of classifiers or neurons that may be included in such models. 
As a result, it is almost impossible to discern what specific logic was used to make a decision. 

Perception and interpretation of decisions made by machine learning models is complicated due 
to their vagueness and lack of transparency. However, it is essential for trust and understanding of the 
decision-making process, especially in cases involving important applications such as medicine, defense 
enterprises. 

This complexity is due to the fact that the neural network is trained on a huge amount of different 
data, which may include redundant information, knowingly false data. At the same time, the machine it-
self pulls out of this data the features that are inaccessible for direct human perception. 

Traditional security methods do not provide adequate protection. New aspects of threat modeling 
must also be explored to prevent new forms of AI abuse. Information security professionals must always 
think ahead and take into account that the threshold for entry into cybercrime has decreased significantly 
and the tools that help hackers steal data and break into systems have improved dramatically. 

Machines must be able to analyze and identify abnormal behavior for their system. Such systems 
need to be modeled so that they can confront inputs when strange behavior is detected. This means that AI 
must be given the ability to detect when user interactions fall outside of an acceptable scenario.  
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Annotation. The process of creating a neural network that solves the problem of computer vision in de-
tecting and localizing traffic accidents on public roads is described. The stages of data preparation and 
processing, selection of the correct architecture of the neural network and justification of the accuracy 
indicators of its training are given.  
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 Neural network (neural net) is one of the methods of machine learning, in which a computer 

program imitates the work of the brain. A distinctive feature of neural networks is that knowledge about 
the task it solves is distributed over the network itself, rather than written explicitly into the program. The 
knowledge is modeled as connections between processing elements (artificial neurons) and the adaptive 
weights of these connections. Teaching a neural network to solve the classification problem means adjust-
ing the weights so that the output results are within the acceptable error [1]. 

Convolutional Neural Networks (CNN), which is a special class of neural networks specialized in 
image and video processing [2], was used to implement the model. 

In CNNs, the outputs of intermediate layers form a matrix (image) or a set of matrices (multiple 
image layers). For example, three image layers (R-, G-, B-channels of an image) can be fed to the input of 
a convolutional neural network. The main types of layers in CNNs are convolutional layers, pooling lay-
ers and full-connected layers. Fig. 1 shows a CNN with an image of the digit 7 as input. 

 

.   .     . .   .     .

2

2

Свертка Объединение

...

Полносвязная сеть
 

Fig. 1. Structure of convolutional neural network 

For recognition of road traffic accidents (RTA) 3 models of neural network are implemented: two 
classifiers, the first of which determines whether there is a car in the photo, and the second whether there 
is an accident in the image with a car, and a localizer that highlights the car or accident in the frame of the 
appropriate color: if the accident, then red, if the car, then green. 

All three models have the same architecture except for the output neurons. There are 5 convolu-
tional layers in total, after each layer Max – Poolling is applied to resize the image by adding pixel block 
values, also one of the dropout regularization methods was used to prevent overtraining. In all layers ex-
cept the last one, the ReLu neuron activation function is used. After using the Flatten function, the results 
of the convolutional layer computation are transferred to the full-link neural network [3-5]. The first full-
link layer has 512 neurons, the same number as the number of channels at the output of the last convolu-
tional layer. With each layer, the number of neurons decreases. In the full-link layers, the ReLu activation 
function is also used. If the neural network is trained for classification, the last layer has Sigmoid activa-
tion function, for localization a Linear activation function is used. 
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A dataset of 20000 car photos and 1200 accident photos was collected to train the neural network. 
13000 other images were also collected. 

All images from the dataset are converted to an array and their size and color palette are changed. 
The size is reduced to 208 pixels in height and width. The palette is changed from BRG to RGB. Images 
for training and validation samples are divided by Pareto law in the ratio of 20/80. 

For the dataset of accidents and cars, the area with the desired object is cut out from the initial 
image using the marked coordinates. 

The neural network was trained several times to identify the best model and its architecture. For 
good car recognition, the neural network was trained on 60 epochs, due to which a training accuracy rate 
of 98% was achieved, this can be seen in figure 2. 

Fig. 2. Learning accuracy index 

To distinguish between a car and an accident involving a car, the neural network was trained on 
1300 car images and 1500 accident images, resulting in an accuracy rate of 93%. 

The ready-made models are combined into one algorithm to recognize accidents and car images. 
The predictions of the models are passed to a function that evaluates the content of the image as a per-
centage. If the probability that the image depicts a car is greater than 30% and the probability of detecting 
an accident is greater than 25%, the function returns a tuple with information about the recognized ob-
jects. If the second condition is not met, the function returns a tuple with information that only a car is in 
the image. If the first condition is not met, the tuple will retain the information that nothing is detected in 
the image. 

The results of model testing are presented in Figs. 3, 4 и 5. Fig. 3 shows that the neural network 
detected neither the car nor the accident, Fig. 4 shows that the neural network detected a car in the image, 
Fig. 5 shows that the neural network detected an accident in the image. 

Fig. 3. Nothing detected 
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Fig. 4. Machine detected 

 

Fig. 5. Accident detected 
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Abstract. The issue of automating the assessment of students' test papers to reduce the workload on 
teachers is being considered. The proposed solution involves implementing a software system based on 
computer vision and machine learning. The system operates with images of completed test sheets ob-
tained through scanning or capturing with a smartphone. The outcomes of the system's training and its 
performance in assessing school tests are presented. 
Keywords: machine learning, text recognition, text verification automation, test work verification. 

Introduction 

Using testing as one of the most important components of the learning process helps educators 
determine, based on its results, the level of material comprehension by students and enables the formation 
of strategies to adjust the educational process. However, test grading is a time-consuming task, demand-
ing a significant amount of a teacher's time. Today, its reduction is possible through the use of automated 
testing processes, leveraging elements rooted in machine learning. 

Existing systems for grading papers using a general visual assessment of images without extract-
ing specific sections or processing text [1,2] do not provide high accuracy. They can be used at an initial 
stage to eliminate corrupted test sheets. Solutions are known that rely on automatic grading using optical 
scanning of marks and subsequent comparison of the extracted image with a pre-prepared template. How-
ever, these solutions can only be applied to multiple-choice tasks and require users to have high-precision 
image scanning equipment [3]. 

Solutions are known that process images obtained from non-professional equipment, but they can 
only be used with templated task sheets [4]. 

The majority of these and similar solutions listed do not have open-source code, making it impos-
sible to integrate them into software systems used in educational institutions. 

The goal of this work is to propose a solution in the form of a software system based on digital 
processing of test sheets as images, obtained through smartphone capture or scanning, analyzing them, 
and recognizing printed and handwritten texts. 

Stages of recognition system operation 

Based on the general principles of building recognition systems [5], working with test texts con-
sists of several stages, taking into account the specifics of the task, as depicted in the blocks in Fig. 1. 

The process starts with generating a test using a question database. The test is presented in a spe-
cific standardized format to ensure its proper handling during assessment. The test is printed on paper in a 
defined format, usually A4 size. 

Students fill in the printed test sheets with their respective answers in the designated spaces. The 
completed test sheets are then scanned or photographed. Examples of photographed and scanned test 
sheets for the subject "Literature" for 7th-grade students are shown in Fig. 2. 

The obtained images of completed test sheets have their text areas identified and then recognized. 
Finally, the system checks the answers (compares them with the answer key) and automatically generates 
test results based on this comparison. 

For the efficient operation of the test grading system using machine learning, a standardized for-
mat for tasks is necessary. This involves multiple-choice questions as well as short-answer tasks. Test 
papers are generated from a pre-existing bank of questions. This approach enables quick and efficient test 
creation while offering a wide array of options for students. 

The original dataset of completed test papers was obtained based on an agreement with the ad-
ministration of the "Learning Together" school in Saint Petersburg for conducting testing. The agreement 
ensures the confidentiality of the participating students involved in automated testing. Hence, the obtained 
test sheets were anonymized to maintain confidentiality. 
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Fig. 1. Stages of System Operation 

Image Acquisition. The test sheets were converted into images using both a scanner and a Sony 
Xperia 1 III smartphone. This enabled the experiment to have images of varying quality (see Fig. 2). 

 
 

        

Fig. 2. Photographed and Scanned Completed Test Sheets for 'Literature' 

Preprocessing of the Image. The image of a completed test sheet may have various defects that 
affect the quality of recognition and the overall assessment result for the student. For instance, when 
scanned or photographed at an angle, the image requires initial perspective correction and distortion re-
moval. 

Given the system's orientation towards school use, it's essential to consider various physical doc-
ument distortions. These might include folds, tears, creases, among others, rendering basic distortion cor-
rection methods ineffective [6]. 

Consider the following as part of the initial image processing: 
– Perspective correction with prior detection of the document contour in the image [7]; 
– Image enhancement by noise and interference reduction through averaging filters [8]; 
– Contrast and sharpness enhancement; 
– Image binarization, assigning pixel values of 0 or 255 to reduce the volume of processed in-

formation; 
– Removal of lines delineating the answer area to enhance the readability of handwritten text in 

the test [9]. 
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Segmentation. "After processing and binarization of the image, segmentation of areas containing 
printed and handwritten text is performed using the YOLOv8 neural network [10], which has shown 
promising results in document processing. YOLOv8 employs object detection for image segmentation, 
determining the boundaries of text regions, rather than pixel classification." 

After the completion of segmenting areas containing printed and handwritten text, their values 
and positions relative to each other are determined. This allows for the differentiation of handwritten re-
sponses and student notes. 

For model training, manual labeling of regions on images related to handwritten and printed text 
was performed (see Fig. 3). The LabelImg utility [11] was used for image annotation during segmenta-
tion, allowing the export of image regions in a format suitable for training the YOLOv8 neural network. 

Fig. 3. Example of image annotation using the LabelImg utility 

Text recognition of the test and answer verification 

Tesseract [12] was used for recognizing printed text. However, for handwritten text recognition, 
neural network algorithms like Transformer [13], belonging to the deep learning algorithm class, proved 
to be more effective. They can handle variable-length sequences and are suitable for recognizing hand-
written text. 

After recognizing the key printed words indicating the position of the answer area, the handwrit-
ten response recognized by the system was compared against the required result to determine its accuracy. 

The dataset used for training the model used in recognizing handwritten text was the "Cyrillic 
Handwriting Dataset" [14], which comprises 73,830 segments of handwritten Cyrillic text. Fig. 4 shows 
an example from the utilized dataset. 

Fig. 4. Example image from the 'Cyrillic Handwriting Dataset' 

Practical results of the experiment 

The described solutions were implemented into a software system for conducting experiments, 
utilizing a computer equipped with an Intel® i7-8700k 4.70 GHz processor and an NVIDIA GeForce 
RTX 3080 graphics card. 

The assessment of experiment results was based on the accuracy of segmenting handwritten and 
printed text regions and determining the content within these regions. 

Two models were trained to evaluate the effectiveness of pre-processing images for the YOLOv8 
neural network. The first model was trained on a pre-processed dataset containing normalized grayscale 
images with removed lines. The second model was trained on the original dataset containing color imag-
es. In both cases, the training effectiveness decreased after 80 iterations. It was determined that the model 
trained on the pre-processed dataset achieved a high average precision (mAP) of 98%. The output of its 
performance is presented in Fig. 5. 

69

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS



 

Fig. 5. Example of correct segmentation by YOLOv8 

The Transformer model trained on the "Cyrillic Handwriting Dataset" achieved a high Word Er-
ror Rate (WER) of 33% and Character Error Rate (CER) of 8%. These results allow for precise identifica-
tion of answers to multiple-choice test questions, given that the area containing the student's written an-
swer is correctly identified, with high accuracy. 

The experiments revealed that the utilized "Cyrillic Handwriting Dataset" lacks a sufficient varie-
ty of individual characters written in different handwriting styles, hence resulting in a CER of only 33%. 

Conclusion 

The developed software system based on the chosen solutions demonstrates the potential for au-
tomating test evaluations in schools and other educational institutions. It has already made it possible to 
relieve teachers from routine work in a test mode. 

The experiments conducted with the developed system revealed that despite the high accuracy in 
identifying areas where answers are written, the precision in evaluating tests decreases due to relatively 
high errors in recognizing the answers themselves, attributed to inaccuracies in recognizing handwritten 
characters. 

The selected dataset for training, the "Cyrillic Handwriting Dataset," is deemed insufficient. For 
future experiments, it's recommended to expand this dataset to improve the recognition of individual 
characters. 

The further development of the test evaluation software system involves exploring opportunities 
to implement the assessment of test sheets with multiple-choice answers. 
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Abstract. This work discusses the main stages of designing a microprocessor system (MS) for controlling 
climatic parameters in a room with time functions, argues for the choice of certain tools, modules and 
development components, and tests the developed MS. 
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Introduction 

Microclimate is a complex of physical factors of the indoor environment of a room. The govern-
ment standard, which establishes construction requirements for the microclimate of public and residential 
buildings, defines it as "the state of the indoor environment of a room that affects a person, characterized 
by air temperature and enclosing structures, humidity and air mobility" [1]. 

The microclimate has a direct impact on human health and well-being. In an optimal microcli-
mate, a person feels a sense of comfort, and his body does not waste energy adapting to external condi-
tions. 

Currently, a huge number of people live in large cities where there are problems of environmental 
pollution and, consequently, indoor microclimate, therefore, indoor climate control devices are an im-
portant and relevant component of a person's daily life, as well as his health. 

Thus, the purpose of this work is to review the stages of designing an MS for controlling climatic 
parameters in a room with time functions. 

 

Analysis of the method for constructing MS for controlling climatic parameters  
in a room with time functions 

The main function of the designed device is to control the climate parameters in the room. The 
purpose of the device is to turn on or off actuators when the temperature or humidity is lower or higher 
than specified, respectively. 

The main electronic components that make up the designed MS include: 
1) MCU – the device that controls the entire system. Sets the required temperature and humidity 

level, and also provides control signals to turn on/off the actuators. 
2) Sensors – devices necessary for reading indicators of various physical quantities. Based on the 

data received from the sensors, the operation of the MCU will depend. 
3) Real–time clock – is a device necessary for the implementation of calendar functions (turning 

on/off the system at user-defined time intervals). 
The operation of most currently used digital temperature and humidity control systems is based 

on the following principle: the device has one or more inputs to which the measured values of tempera-
ture and humidity are received from the sensors. At the output of the device there are output relays to 
which actuators (humidifier, conditioner, heater, fan) are connected. When the set temperature or humidi-
ty parameters are reached, a voltage is applied to the selected output and the device starts working if the 
current time corresponds to the time interval in which the device is allowed to operate. If it is necessary to 
shut down the device, the voltage is removed from its output and the device turns off. 

The block diagram design 

Based on the analysis of the method of constructing an MS for controlling climatic parameters in 
a room with time functions, a block diagram was designed. 

The block diagram defines the main functional parts of the product, their purpose and interrela-
tionships [2]. 

 

72

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS

mailto:grigoryev_igor@mail.ru


Fig. 1. The block diagram 

The block diagram consists of the following blocks: 
1) MCU, temperature and humidity sensor, real–time clock – the purpose of these blocks is given

in the previous section; 
2) Keyboard – is intended for entering various data into MCU;
3) The block of executive devices – is designed to control actuators (fan, humidifier, etc.);
4) Liquid crystal display (LCD) – is designed to display various symbolic information;
5) Piezoelectric siren – is designed to confirm the keystroke by sound accompaniment;
6) Power unit – is designed to power the device and all its logical elements, as well as to maintain

its operation. 
The block diagram scheme will be used to select the element base and develop a circuit diagram. 

Element base selection 

In the designed MS, the coordinating and managing component is ATmega128 8-bit MCU. Be-
low are the main characteristics of this MCU [3]: 

1) RISC architecture:
– 133 instructions, most of which are executed in one machine cycle;
– 32 8-bit general-purpose registers, integrated peripheral control registers;
– Completely static work;
– Performance up to 16 million operations per second at a clock frequency of 16 MHz;
2) Non-volatile program and data memory:
– Wear resistance of 128 kB of in-system reprogrammable flash memory: 1000 write/erase cy-

cles; 
– In-system programming with the built-in boot program;
– Guaranteed two-operation capability: the ability to read while writing;
– Gear resistance of 4 kB of EEPROM: 100000 write/erase cycles;
– Built-in 4 kB static RAM;
– Optional ability to address external memory up to 64 kB in size;
3) Features of peripheral devices:
– Two 8-bit timer-counters with separate prescalers and comparison modes;
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– Two advanced 16-bit timer-counters with separate prescalers, comparison modes and capture 
modes; 

– Real-time counter with separate generator; 
– Two 8-bit pulse-width modulation (PDM) channels; 
– 6 PDM channels with programmable resolution from 2 to 16 digits; 
4) Operating voltage: 2.7 to 5.5 V. 
A real-time clock is used to get information about the current date and time FM30C256-S/S020 

[4]. 
The main characteristics of the watch include: 
1) Current consumption from a backup source up to 1 µA; 
2) Real-time representation in the range from seconds to centuries (binary-decimal format); 
3) A standard quartz resonator with a frequency of 32.768 kHz is used. 
A lithium CR2032 battery is used for backup power supply of the clock chip, the main features of 

which include: 
1) Long charge storage period (self-discharge of about 2% at 25°C); 
2) Nickel-plated sealed framework; 
4) Operating temperature range: -20 to 60°C. 
To set the clock frequency of the clock chip, a quartz resonator DT-38 is used, the main charac-

teristics of which include: 
1) The resonant frequency: 32.768 kHz; 
2) Operating temperature range: -10 to 60°C. 
MOCD213 optocouplers are used to match the levels of external control signals with the MK in-

put signals. In this MS, they can be used to expand the functionality of the system. The maximum input 
current of this optocoupler corresponds to 60 mA, and the output voltage is 70 V. 

To lower and stabilize the input voltage to the required value, a step-down stabilizer 
MAX727-5.0CCK is used. 

Its main characteristics include: 
1) Input voltage range: 9 to 40 V; 
2) Fixed output voltage: 5 V; 
3) Maximum operating current: 2.5 A. 
There are seven connectors on the circuit diagram, which have the following functional purpose: 
1) MSTB-8 connectors can be used to supply external control signals; 
2) The 5-EHDR-4 connector is used to connect an external power supply; 
3) The PLD-16 connector is used to connect a 4x4 matrix keyboard, as well as a temperature and 

humidity sensor;  
4) The MSTB24 connector is used to connect external actuators; 
5) The PLS-16 connector is used to connect a LCD; 
6) The PLD-10 connector is used to connect the programmer; 
The SMA-24P piezoelectric siren with a sound intensity of 92 dB is used to sound the keystroke. 
Relays are used to control external actuators TTI TRD–5V, the main characteristics of which in-

clude: 
1) Switching voltage: 250 V; 
2) The maximum switching current: 12 A; 
3) The control voltage of the coil: 5 V; 
4) The rated current of the coil: 10 mA. 

The circuit diagram design 

Based on the above element base and the block diagram, a circuit diagram was designed. 
Circuit diagram defines the full composition of the elements and the relationship between them 

and gives a complete (detailed) idea of the principles of operation of the product [2]. It is used to study 
the operation of the product, as well as during its adjustment, control or repair. The schematic diagram 
also serves to develop the wiring diagram and drawings. 

The main function of the device is performed by MCU D1. The clocking of the MCU is carried 
out from the quartz resonator ZQ2. 

DB1 – DB8 optocouplers are used to match the levels of external control signals with the MCU 
input signals. 
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Resistors R1 – R16 are necessary to limit the current through the input light-emitting diode (LED) 
of the optocoupler. 

The real-time clock function is performed by the D2 chip connected to the MCU through the I2C 
bus. A quartz resonator ZQ1 is connected to the terminals X1 and X2 of the clock to set the clock fre-
quency. The uninterruptible power supply for the clock chip is a lithium battery BT1. 

The functionality of the control unit can be expanded by connecting external devices to connect-
ors X1 and X2. 

The MCU receives and processes data coming from the temperature and humidity sensor through 
the X4 connector. 

Depending on the sensor readings, the MCU controls the actuators using relays K1 – K8 through 
transistors VT1 – VT8, switched on in the emitter follower mode. The actuators are connected to the X5 
connector. Diodes VD1 – VD8 are connected in parallel to the relay coils to protect against self-induction 
electromotive force (EMF). 

All necessary parameters are set by the user using a 4x4 matrix keyboard connected through a X4 
connector. 

A LCD connected to the X6 connector is used to display information. The display operates in 4-
bit data bus mode. A tuning resistor R3 connected to the X6 connector is necessary to adjust the contrast 
level of the display. 

The VT1 transistor assembly consists of two MOSFET-type transistors, one of which is designed 
to control the backlight of the indicator, and the second to control the piezoelectric siren BA1. 

The RN1 and RN2 resistor assemblies perform the function of protecting the MCU D1 I/O ports 
from static electricity. 

The RN3 resistor assembly is necessary to ensure bus operation on I2C lines. 
The RN4 resistor assembly is necessary to provide the required signal levels in the MCU reset 

mode. 

Fig. 2. A circuit diagram. The fragment 
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The device is powered through the X3 connector, which is supplied with an external constant 
voltage from 9 to 40 V. The supply voltage is supplied to the step-down stabilizer DA1, limiting it to 5 V. 

The software is loaded into the MCU by the programmer through the X7 connector. 
The HL1 LED indicates the presence of an input voltage, and the HL2 LED indicates the pres-

ence of a 5 V voltage at the output of the stabilizer. 
 

 

Fig. 3. A circuit diagram. The fragment. Connecting a step-down stabilizer 

Based on the circuit diagram of the of the projected MS, a drawing of the printed circuit board of 
the device under development is performed, and the reliability of the system is calculated under specified 
operating conditions. 

Development of a printed circuit board 

A printed circuit board (PCB) is a compound made of an insulating base and metal layers, which 
serves for the electrical installation of the electronic components and assemblies, as well as their mechan-
ical fastening. 

A two-sided PCB type was chosen for the construction of the projected MS, since such a PCB al-
lows for more complex circuits than one-sided PCB, and also, in comparison with multilayer PCB, a two-
sided board is more economical. 

Accuracy class 4. The dimensions of the PCB are 137.5 x 72 mm. PCB thickness is 1.5 mm. The 
type of board according to its properties is hard. 

For the manufacture of a PCB, the positive combined method was chosen, since it combines all 
the techniques of manufacturing PCB. 

When choosing the PCB base material, it is necessary to pay attention to the following factors: 
the expected mechanical effects (increased humidity and ambient temperature), PCB accuracy class, im-
plemented electrical functions, performance, operating conditions and cost. 

Foiled fiberglass FR-4 government standard 26246.5-89 was chosen as the PCB base material [5]. 
The placement of the electronic components on PCB is carried out in accordance with industry 

standard 4.010.030-81 [6]. 
Soldering of integrated circuits and electronic components is carried out using tin-lead solder with 

61% tin content, government standard 21931-76 [7]. 
After installing the components, the board must be treated with a Flux-Off cleaner, rinsed with 

water, dried and varnished with Urethane Clear, except for the surfaces of the connectors and piezoelec-
tric siren. 

In everyday conditions, for the convenience of using the device, the board can be placed in a plas-
tic rectangular case. There are four mounting holes on the board for attaching the board to the housing 
and for attaching the LCD to the board. 
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Fig. 4. An assembly drawing. The fragment. Bottom view 

Wire routing 

The topology design stage is a transition from circuit information (logic or electrical circuits) to 
geometric information – placing circuit elements in the field of the PCB drawing and creating a drawing 
of conductors connecting these elements. 

Only at this stage will the real characteristics of the conductors become known, their length, 
width, area and, consequently, their capacitance, resistance and inductance, which will ultimately deter-
mine a number of important characteristics of the product, for example, its performance. 

The main task of tracing electrical connections is the optimal arrangement of paths for the pas-
sage of conductors on printed circuit boards. This task is reduced to sorting through all possible options 
for the placement of conductors, in order to identify the optimal one with the minimum sum of the lengths 
of all placed conductors. 

Fig. 5.A wire routing. The fragment. Bottom view 
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Fig. 6. PCB. Bottom view. The finished product 

Development of a software model 

 

Fig. 7. A flowchart of the algorithm for the operation of the actuation device. 
The fragment 
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Fig. 8. CodeVisionAVR development environment. Listing of the program code. The fragment 

Based on the circuit diagram design of the projected MS, a flowchart of the device is being de-
veloped. 

To develop a software model, an algorithm for the operation of the device is compiled for further 
writing the program. 

First, the current day of the week and time are determined. If the control is disabled at this time, 
all actuators will be disabled. If the control is turned on, the current climatic parameters in the room are 
compared and when they are not within the previously set limits, the corresponding actuator is switched 
on. If the parameter is within acceptable limits, the actuator is turned off. 

The ATmega128 MCU is supported by a full set of software and hardware for design, including: 
C compilers, macro assemblers, software debuggers/simulators, in-system emulators and evaluation kits 
[3]. 

To write a program executed by MCU, the C programming language is used [8], since according 
to the design of the language, its constructions are closely compared to typical machine instructions and 
assembly language. 

After developing a flowchart of the device's operation algorithm, a program is written. 
Atmel's CodeVisionAVR environment is used as a program writing environment [9], since it sup-

ports the entire family of AVR microcontrollers, allows you to write a written program to the MCU 
memory, and also interacts with many popular programmers. 

The CodeVisionAVR environment does not have the ability to compile and debug written code. 
The Olimex AVR-ISP-MK2 in-circuit programmer is used to download the software directly into the 
MCU [10]. 

To verify the correct operation of the program, it is necessary to test the device. 
To go to the main menu, the user must press the «*» key on the keyboard. 
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а) Displaying the current parameters b) The main menu 

Fig. 9. Device test results  

To proceed to the detailed setting of the control parameters by day of the week, press any key 
with a number from 1 to 7 for the corresponding day. 

To enable or disable climate control for a selected day, the user must press any numeric key. To 
switch to changing the interval for monitoring the climatic parameters of the current day, the user should 
press the «*» key. The menu for setting the monitoring time interval will appear. In this menu, the user 
can set the required time interval for monitoring climatic parameters for the current day of the week. To 
move through the hours and minutes, use the keys: «*» – forward and «#» – backward. To select a num-
ber, use the corresponding numeric key. To go to the main menu, use the "D" key. 

The user can also set the current date and time from the main menu. To do this, he will need to 
press the «A» or «B» keys, respectively. Navigation in this menu is similar to navigation from the previ-
ous menu. 

 

  

а) Settings menu b) Control time interval setting menu 

  

c) Current date setting menu d) Current time setting menu 

  

e) The menu for setting the maximum and min-
imum humidity values 

f) The menu for setting the maximum and min-
imum temperature values 

Fig. 10. Device test results 

To set the maximum and minimum values of temperature and humidity parameters, the user 
should press the «C» key from the main menu. Navigation in this menu is similar to navigation from the 
previous menu. 
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From the main menu, you can also go to the relay health check menu. To do this, the user must 
press the «0» key in the main menu. 

Fig. 11. Relay health check menu 

Conclusion 

In this work, a method for constructing an MS for controlling climatic parameters in a room with 
time functions was considered. Based on the analysis of this method, the block diagram was developed, as 
well as the circuit diagram and the element base has been selected. 

A software model of the MS was developed, an algorithm for executing the program was devel-
oped, and its program code was written in C language in the CodeVisionAVR environment. Testing of 
the device showed that the device operates properly and in accordance with the established requirements. 

In the design and technological part, the material and type of printed circuit board were selected, 
a PCB drawing was drawn up indicating all the seats and with the routing of the conductors. Based on this 
drawing, an assembly drawing was drawn up with the placement of all elements on the board. The re-
quirements for soldering and assembly of the PCB are specified. 
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Abstract: The study investigated the dependence of the output power of a single-frequency ring fiber la-
ser, operating in continuous mode, on the length of erbium-doped active fiber, which acts as a saturable 
absorber. The boundaries of stable laser operation mode without signal distortion by beatings were de-
termined. Operating modes of the scheme were explored using different algorithms for initiating the gen-
eration process. This allowed optimizing the generation initiation mode to increase the laser output pow-
er without sacrificing the quality of the signal's spectral characteristics. 
Keywords: single-frequency ring fiber laser, erbium-doped active fiber, saturable absorber. 

Сomposition of the single-frequency ring fiber laser 

The narrowband ring fiber laser, which includes a pump diode, fiber resonator, and Peltier ele-
ment (Fig. 1). The fiber resonator consists of a ring section, which includes a wavelength-division multi-
plexer, active fiber, radiation coupler, polarization circulator, and a linear section composed of a saturable 
absorber and fiber Bragg grating [1]. 

 

Fig. 1. Scheme of a ring fiber laser 
1 – pump diode; 2 – wavelength-division multiplexer; 3 – active fiber; 4 – radiation coupler; 

5 – polarization circulator; 6 – saturable absorber (non-pumped active fiber); 
7 – fiber Bragg grating; 8 – Peltier element. 

This configuration enables high stability operation of the laser at a wavelength of 1550 nm, oper-
ating in continuous mode with a spectral width of less than 1 kHz. This achievement is made possible by 
employing active fiber made of material with a high concentration of doping impurities, allowing the total 
length of the ring laser resonator to be reduced to 7 meters. Furthermore, this setup remove pump radia-
tion at the laser output by using bidirectional propagation of pump and laser radiation. 

The resonator's active medium consists of optical fiber with a high concentration of erbium dop-
ing, enabling a short effective length of the resonator's active part (0.5 m). Reducing the total length of the 
resonator decreases the laser's sensitivity to temperature and vibration. Additionally, it increases the mode 
spacing, thereby reducing the requirements for the laser's mode filter frequency characteristics and mak-
ing single-mode generation more stable. 

Pumping of the active fiber is achieved through a wavelength-division multiplexer with a single-
mode stabilized diode emitting at a wavelength of 976 nm and an output power of up to 600 mW. Unidi-
rectionality of the setup and reduction of polarization mode interaction are achieved by employing a po-
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larization circulator. The linear section of the resonator consists of non-pumped active fiber and a blind 
Bragg grating. Radiation output is facilitated by a 1x2 radiation coupler with a 50:50 splitting ratio. The 
Bragg grating is installed on a Peltier element, allowing for its thermal stabilization and wavelength tun-
ing if necessary. 

The non-pumped active fiber in the linear section of the laser resonator applies as a saturable ab-
sorber, where two counter-propagating waves form a narrowband dynamic absorption coefficient grating, 
effectively selecting and filtering longitudinal modes [2,3]. The bandwidth of such a filter typically rang-
es from several tens of megahertz and depends on the fiber length, which is determined by the doping 
level, while the resonant frequency matches to the laser generation wavelength. Moreover, such an ab-
sorber provides short-term stabilization of the laser generation wavelength. 

The influence of the saturable absorber length on laser operation 

In the described laser setup, the initial length of the non-pumped active fiber, Lsa, was 6 cm, en-
suring an acceptable balance between output power level and stability. This work describes the research 
results into changes in laser output parameters with varying Lsa length. 

Increasing the length of Lsa to 10 cm led to an increase in the laser generation threshold. By grad-
ually increasing the pump current in 10 mA steps, the minimum output power of the laser radiation, Pout, 
was fixed at 85 mW of pump power, Pth up, instead of 54 mW at Lsa length equal to 6 cm. However, upon 
increasing the pump power further and gradually decreasing the pump current, the minimum pump power 
at which laser radiation could still be detected, Pth down, was 61 mW (Fig. 2). Afterwards, with an increase 
in the length of the non-pumped active fiber, the pump power Pth down increased, reaching 85 mW at 
Lsa = 20 cm, while Pth up was 491 mW. 

Fig. 2. Dependence of laser generation power on pump power (Lsa = 10 cm) 

With gradual increase in pump power, the quality of the output signal remained unchanged up to 
a certain level (93 mW for Lsa = 10 cm). Afterward, periodic beatings, lasting 1-2 seconds and significant-
ly exceeding the signal level in power, were observed on the oscillogram (once a minute). Further in-
crease in pump current led to an increase in the frequency of occurrence of these beatings (Fig. 3). 

It is also worth noting that at pump power Pth down, periodic pulses were observed on the oscillo-
gram of the output signal. By adjusting the pump power within a small range near the generation thresh-
old, the frequency of pulse occurrence can be changed (Fig. 4). It is noted that this tuning range increases 
with the length of the active fiber, which is especially noticeable at Lsa = 20 cm. The nature and shape of 
the pulse signals match to relaxation oscillations [4]. 
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Fig. 3. Oscillograms of the signal at different pump powers (Lsa = 20 cm) 
(a) – 100 mW; (b) – 153 mW; (c) – 491 mW 

  

Fig. 4. Oscillograms of pulsed-periodic operation mode (Lsa=20 cm): (a) – 85 mW; (b) – 93 mW. 

Increasing the length of the non-pumped fiber to 50 cm resulted in a significant loss of output 
signal power. Due to the high concentration of doping impurities, attenuation in the linear part of the laser 
resonator was sufficiently large, resulting in almost no radiation at the output (measured in tens of micro-
watts). 

During the research, an inverse dependence between the level of laser output power Pout and the 
length of the non-pumped fiber Lsa at constant pump power was established (Fig. 5). 
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Fig. 5. Dependence of laser output power 
on the length Lsa at different pump powers 
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Upon analyzing the obtained values of output power as the length of the non-pumped fiber in-
creased, it was concluded that the output power of the signal without beatings in the scheme with an Lsa 
length of 20 cm almost doubled compared to the output power in the original scheme with a 6 cm satura-
ble absorber (Fig. 6). Meanwhile, the spectrum of the output signal of the fiber ring laser did not degrade 
(Fig. 7). 

 

Fig. 6. Dependencies of laser output power 
on pump power 

 

Fig. 7. Spectrum of the signal 
at the laser output (Lsa = 20 cm) 

Using a saturable absorber shorter than 6 cm is uselessly, as it leads to a decrease in output power 
and degradation of the laser's output signal spectrum. 

Conclusion 

The obtained research results allowed us to determine the boundaries of stable operation mode of 
the laser at different lengths of the non-pumped active fiber and to select the optimal activation algorithm 
to increase the output power level without sacrificing signal quality. 
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Abstract. This paper provides a literature review of methods for constructing code sequences with a sin-
gle-level periodic autocorrelation function based on Hadamard difference sets. Well-known sequences 
are considered – Legendre, Jacobi, etc., and new code sequences based on rows of persymmetric quasi-
orthogonal matrices are also considered. 
Keywords: matrices, Hadamard difference sets, code sequences, autocorrelation function. 

Introduction 

Currently, discrete-coded signals have gained wide usage in radio technical systems [1], where 
the encoded parameters change at fixed time intervals. The law governing the variation of the encoded 
parameter in such signals is defined by a code sequence (CS), which fully determines the signal proper-
ties. The application area of such signals with specified correlation and spectral characteristics has signif-
icantly expanded from individual tasks of radiolocation, hydrolocation, and navigation [2-3] to issues re-
lated to the application of such signals in addressing, information transmission, synchronization, encod-
ing, etc.; their use in neural networks during training stages; in the development of high-resolution and 
high-precision medical equipment; in computing systems, automation systems, and telematics systems for 
protection against unauthorized access, ensuring high noise immunity, cryptostability, electromagnetic 
compatibility, etc [5-6]. 

Two-level code sequences with single-level periodic autocorrelation function (PACF), construct-
ed based on cyclic difference sets of the Hadamard type, are of particular interest [7]. 

The aim of this work is to conduct a review of known methods for constructing sequences of this 
class. 

HADMARD MATRICES AND THE THEORY OF DIFFERENCE SETS 

Hadamard matrix is a matrix of order n Hn with two levels of elements {+1,-1} and possessing 
the property 

T .=n n nH H I  

Adamar matrices exist for orders of n=4t, where t is a natural number. However, there are prob-
lematic orders where Adamar matrices have not yet been found, for example, 668, 716, 892, 1004, 1132, 
1244, 1388, 1436, 1676, 1772, 1916, 1948, 1964, etc. 

Ryser's hypothesis [8] restricts the existence of cyclic Adamar matrices. Only one cyclic matrix of 
order 4 is known. 

4

1 1 1 1
1 1 1 1

.
1 1 1 1
1 1 1 1

− 
 − =
 − −
 

− − 

H  

However, a large number of Hadamard matrices are known, consisting of a cyclic submatrix of 
order (n – 1) × (n – 1), with a border of elements "1". As an example, let's consider the portrait of an 8th-
order Hadamard matrix, where a white square corresponds to an element with a value of "1", and a black 
square corresponds to an element with a value of "-1". 

Such matrices in foreign scientific literature began to be called cyclic Hadamard matrices [9], alt-
hough formally they are not such. More accurately, they are Hadamard matrices of the core-with border 
construction [10]. 
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Fig. 1. The portrait of an 8th-order Hadamard matrix. 

 
The theory of their construction is related to the theory of difference sets 

( ) { }1 2, , , ,..., ,λ = kD v k d d d  

where di – the elements of the difference set, v,k,λ – the parameters of the set [7].  
The column indices in the cyclic submatrix can form difference sets – Adamar difference sets, 

with parameters. 

( ) { }1, , 4 1 ,2 1, 1 .λ = − − −v k t t t  

Golomb, S., in the work [11], notes the correlation between cyclic difference sets of the Hada-
mard type and binary sequences with one-level periodic autocorrelation function (PAKF). It is observed 
by them that quadratic residue sequences [12] exhibit a two-level PAKF. Meanwhile, the work [13] sets 
out the task of determining all constructions that form Hadamard difference sets. 

REVIEW OF ADAMAR DIFFERENCE SETS  

In the work [11], Raymond Paley discovered a new method for constructing Hadamard matrices 
using a core with border. The rows of this core can be used as sequences with minimal sidelobe levels in 
the periodic autocorrelation function. Subsequently, such sequences were named quadratic residue se-
quences. 

In work [14], Zinger difference sets were obtained, in the particular case of the finite field charac-
teristic 2=p , these sets lead to M-sequences of length 2 1= −mN .  

In work [15], difference sets of Adamar were constructed with parameter 24 27= + =v b p , k – 
natural number (Hall sequences), and in work [16] with parameter 1 2= ⋅v p p , where 2 1 2= +p p , 1p  and 

2p  − are twin primes (Jacobi sequences). 

From the work [17], GMW-difference sets are known, with parameter 2 1= −nv  (Gordon-Mills-
Welch (GMW) sequences of four types: 

• GMW sequences; 
• cascade GMW sequences; 
• generalized GMW sequences of type I; 
• generalized GMW sequences type II.  
Until 1971, only the sequences listed above were known. 
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In the works [18-21], sequences were obtained that could not be attributed to any of the known 
constructions for lengths N = 255, 511, 1023. 

The intensive search for constructions to build the discovered but unexplained sequences with 
single-level autocorrelation function began in the early 1990s. During the period from 1997 to 2004, it 
was possible to systematize and propose efficient constructions for all previously unexplained sequences 
of length 2 1= −mN , obtained for cases where 7,8,9,10=m . The following results were obtained in the 
development of constructions for sequences of length 2 1= −mN  with a single-level autocorrelation func-
tion [22]: 

• periodic 3-term sequences of length 2 1= −mN  for odd 2 1= +m t , where 5;≥m
• periodic 5-term sequences of length 2 1= −mN  for ( )mod 3 0≠m , where 7;≥m

• WG-sequences of length 2 1= −mN , where 7≥m , obtained by WG-transformations of period-
ic 5-term sequences. 

In the works [23-25], it is shown that Serge [24] and Glynn [25] hyperovals of the first and se-
cond types generate cyclic difference sets of Adamar parameters ( )1 22 1, 2 1, 2 1− −= − = − λ = −n n nv k . In

parallel with the study of hyperoval sequences in the work [26], a representation of WG sequences by 
Kasami power functions was found, and it was demonstrated by modeling that such a construction has a 
one-level periodic ACF for 23≤m .  

In 2002, new sequences with a one-level ACF [27] were obtained using the decimation transfor-
mation of Hadamard. 

In 2005, the monograph [28] reviewed all known rules at that time for constructing binary se-
quences based on cyclic difference sets of Adamar. 

In 2011 [29], the theory of quasi-orthogonal matrices generalizing Hadamard matrices [30] began 
to develop. Based on the rows of these matrices, in the work of 2018 [31] it was possible to obtain new 
code sequences of length 3,7 and 11 with a single-level periodic autocorrelation function and improved 
properties of the aperiodic autocorrelation function, and in the works of 2020 [32,33] strategies for ob-
taining such codes whose length is in the order of 4t-1: 

• 4t-1=p;
• 4t-1=p1p2;
• 4t-1=2n-1.

Conclusion 

The main focus of research in this area is currently on refining the properties of known code se-
quences, expanding the capacity of established coding rules, and identifying new applications for code 
sequences. 

The conducted review leads to the conclusion that the quest for new code sequences with single-
level autocorrelation functions is intertwined with the search for Hadamard matrices and their generaliza-
tions. It is advisable to concentrate efforts on methods for obtaining these matrices themselves. These 
findings are expected to have a lasting impact, particularly in practical applications such as code sequence 
synthesis. 
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Abstract. This work presents an algorithm for modeling an anisotropic non-Gaussian Markov field, which 
allows taking into account the laws of the modeled distribution and the correlation and spectral charac-
teristics of the simulated sequences. Such algorithms are widely used in image processing, as well as in 
the processing of information signals in multichannel complex automatic control systems. 
Keywords: modeling algorithm, anisotropic field, Markov process, non-Gaussian field, correlation and 
spectral characteristics, generating field, underlying surface. 

 
When designing complex systems, in particular automation systems, the method of mathematical 

modeling is widely used, which allows at all stages of the life cycle of the system to assess its operability 
and efficiency in various operating conditions[1]. One of the most important tasks in the implementation 
of mathematical modeling is the task of synthesizing algorithms for simulating input influences on the 
system, both informational influences and interfering ones[2]. As mathematical models of such influences 
most often use random processes, which in the case of multichannel systems are vector, i.e. represent ran-
dom vectors or matrices. 

In the case of a vector random process, one of the coordinates represents time. If we replace the 
time coordinate by a spatial coordinate, we obtain a random matrix, which can be interpreted as a random 
field. It is this case that is considered in this paper. So, let us synthesize an algorithm for modeling a ran-
dom field whose spatial coordinates we denote as X and Y, and the values of the field at a particular point 
(x,y) we denote by Z. In these notations z=φ(x,y), that is, z is some function of (x,y). In particular, it can be 
the brightness in photo-image processing or the power of a locational signal reflected by some surface, for 
example, a sea surface or a land surface[3,4]. 

Let the modeled field be defined by boundaries on the coordinate x ( )min max≤ ≤x x x  and y coor-
dinate ( )min max≤ ≤y y y .Let us divide, respectively, the sides of the rectangle defining the modeled field 
into n and m segments. Without limiting the generality of the consideration, we will consider the seg-
ments for each coordinate to be equal – for the x coordinate, the size of the segment is equal to 

( )max min /∆ = −x x x n , and on the y-coordinate – ( )max min /∆ = −y y y m . In fact, we have discretized the 
simulated field (Fig. 1) by dividing it into n and m rectangular regions. The vector of the centers of the 
regions along the X axis is equal to 

 ( )Т1 2 min
1, , , , , 1,2, ,
2

 = = + − ∆ = 
 

  n i n ix x x x x x i x i nX  (1) 

where T is the transpose sign. Similarly, the vector of area centers along the Y-axis is equal to 

 ( )Т1 2 min
1, , , , 1,2, .
2

 = = + − ∆ = 
 

  m j m jy y y y y y j y j mY  (2) 

Taking into account expressions (1) and (2), the modeled field is represented by nm samples 
zij=φ(xi,yj), i=1,2,…n, j=1,2,…m, which, in turn, can be represented as a matrix Zn,m 

 

1,1 1,2 1,

2,1 2,2 2,
,

,1 ,2 ,

.=





   



m

m
n m

n n n m

z z z
z z z

z z z

Z  (3) 

The columns of the matrix Zn,m physically represent the field changes along the X coordinate, and 
the rows represent the field changes along the Y coordinate. The field anisotropy in this case is represent-
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ed by various correlation relations between the column elements determined by the field properties in the 
X coordinate and correlation relations between the row elements determined by the field properties in the 
Y coordinate. 

Fig. 1. Matrix formation of the modeled field 

In this way, the representation of the field in the form of the matrix Zn,m allows us to reduce the 
problem of modeling the field to the problem of modeling the elements of the matrix Zn,m. In this case, the 
representation of the field as a matrix allows us to reproduce not only the law of probability distribution 
of field samples, but also to take into account various correlation and spectral characteristics of the field 
when observing it from different angles. 

In this work, we limit ourselves to the consideration of a Markov field, i.e., a field whose se-
quence of samples at each coordinate represents a Markov process. With this restriction, to define the al-
gorithm for modeling the field samples, it is sufficient to specify only the distribution law of the field 
samples and the correlation coefficients for each of the coordinates – for the X coordinate and for the Y 
coordinate. 

When modeling Markov processes, one can use a modeling algorithm based on the conditional 
distribution of samples, which in this case considered in this paper is defined as 

( ) ( ) ( )

( )

( )
( )

1 1
1 1 1 1

1 1

, ,
/ , , / , 1,2, 1,

,

+ +
+ − + +∞

+ +
−∞

= = = = −

∫
 

i i i i
i i i i i

i
i i i

f x x f x x
f x x x x f x x i n

f x
f x x dx

(4) 

there ( ) ( ) ( )1 1, , , /+ +i i i i if x f x x f x x  – are one-dimensional, two-dimensional and conditional distribution
densities of samples of the Markov process. A similar expression is obtained for the coordinate axis Y 

( ) ( ) ( )
( )

( )
( )

1 1
1 1 1 1

1 1

, ,
/ , , / , 1,2, 1.

,

+ +
+ − + +∞

+ +
−∞

= = = = −

∫
 

j j j j
j j j j j

j
j j j

f y y f y y
f y y y y f y y j m

f y
f y y dy

 (5) 

For a Markov field, expressions (4) and (5) actually solve the problem of synthesizing an algo-
rithm for modeling the field, that is, an algorithm for modeling the elements of the matrix Zn,m, which is 
the mathematical model of the field. 

In particular, for a Gaussian field, this algorithm can be represented as follows. 
The matrix Zn,m can be rewritten as 

1,1 1,2 1, 1

2,1 2,2 2, 2
, 1, 1 2 ,1

,1 ,2 ,

, , ,= = = = =







   





m

m
n m m m n

n n n m n

z z z
z z z

z z z

Y
Y

Z X X X X Y

Y

 (6) 
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where X1,m is the matrix whose elements are the columns of the matrix Zn,m, that is, the vectors Xj=(z1,j, 
z2,j,… zn,j,), j=1,2,…n, and Yn,1 is the matrix whose elements are the rows of the matrix Zn,m, that is, the 
vectors Yi=(zi,1, zi,2,… zi,m,), i=1,2,…m. 

Vectors Xj determine the correlation properties of the field along the X axis. Let the correlation 
coefficient between two neighboring elements of vector Xj be rx, then the matrix Rx of vector correlation 
coefficients is equal to 

 

1 2

1 1 1

2 1 2

1 2

1

1
.1

1

−

−

− −

=







    



n
x x x

n
x x x

nx x x x

n n n
x x x

r r r

r r r

r r r

r r r

R  (7) 

For vectors Yi, defining the field properties along the Y axis, similarly, we have the matrix of cor-
relation coefficients 

 

1 2

1 1 1

2 1 2

1 2

1

1

.1

1

−

−

− −

=







    



m
y y y

m
y y y

my y y y

m m m
y y y

r r r

r r r

r r r

r r r

R  (8) 

where ry is the correlation coefficient between neighboring field elements along the y-axis. 
Let us fill the matrix ( )0

,n mZ  with random variables ηi,j, distributed according to the normal law 
with zero mean and unit variance 

 ( ) ( )
,

21 exp 1,2,, 1 ,
2

.,2,
2η η

 
= = − =  π  

= …

i j
jxx f x i n mf  (9) 

 ( )

1,1 1,2 1,

2,1 2,2 2,0
,

,1 ,2 ,

,

η η η
η η η

=

η η η





   



m

m
n m

n n n m

Z  (10) 

The random variables ηi,j are a set of jointly independent, identically distributed random variables. 
Then we transform the matrix ( )0

,n mZ  into the matrix ( )
,
х

n mZ , whose ( )
,
x

i ju  elements are defined by the 
expressions 

 
1, 1,

2
, 1, , 2,3

,

,1 , ,−

= η


= ⋅ + − η = …

j j

i j x i j x i j

u

u r u i nr
 (11) 

j=1,2,…m. This transformation provides correlation of column elements of the matrix ( )
,
х

n mZ   

 ( )

1,1 1,2 1,

2,1 2,2 2,
,

,1 ,2 ,

,=





   



m

mх
n m

n n n m

u u u
u u u

u u u

Z  (12) 

and the rows of the matrix are independent. 
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Let's transform the matrix ( )
,
х

n mZ  into the matrix ,n mZ , whose ,i jz  elements are defined by the ex-
pressions  

1, 1,

2
, , 1 , 2,3,

,

1 , ,−

=


= ⋅ + …− =

j j

i j y i j y i j m

z u

z r z r u j
(13) 

i=1,2,…n. This transformation provides correlation of matrix row elements ,n mZ

( )

1,1 1,2 1,

2,1 2,2 2,
,

,1 ,2 ,

.=





   



m

mх
n m

n n n m

u u u
u u u

u u u

Z  (14) 

The generated matrix ,n mZ  is a matrix that represents a mathematical model of an anisotropic 
Markov field [5]. This matrix can be used both directly and as a generating matrix in modeling non-
Gaussian Markov fields in the case when a nonlinear functional transformation is used to change the law 
of distribution of field fluctuations, since at such a transformation the "Markovian" property of the field is 
preserved [6,7]. 

Below, Fig. 2 shows a 3D diagram of a homogeneous isotropic normal field formed by elements 
of the matrix ( )0

,n mZ  , used as a "generating" field to form samples of an anisotropic Markov field with giv-
en correlation characteristics, the 3D diagram of which is shown in Fig. 3. The modeling was performed 
for a normal Markov field with mean equal to zero, mathematical expectations equal to one, and correla-
tion coefficients rx and ry on X and Y axes, respectively, equal to 0.9. 

Fig. 2. Homogeneous normal field – 
matrix ( )0

,n mZ
Fig. 3. Anisotropic normal Markov field – 

matrix ( )
,
х

n mZ

Fig. 4 shows a block diagram of the algorithm for modeling an anisotropic Markov field de-
scribed by the matrix ( )

,
х

n mZ .
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Fig.4. Block diagram of the algorithm for modeling  anisotropic Markov field 
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Abstract. The article discusses the technological features of a DIY flocking device. The physical founda-
tions of flocking technology and the principle of operation of the device are described. The concept of the 
device and the list of components for self-assembly of the flocker are discussed. The features of the devel-
opment of a DIY flocker automated using the Ardiuno platform are being discussed. 
Keywords: flocator, flocker machine, Ardiuno, DIY, electronic components, automation. 

 
The object of automation described in this article is a manual device for applying a flock to a sur-

face. 
Flock, or "static grass" that's what the creators of dioramas call it — it consists of finely chopped 

textile fibers (lint, hairs). It is produced from various types of raw materials such as wool, cotton, polyam-
ide, viscose, nylon, etc. 

Immediately after dyeing in an electrostatic field, the fibers undergo chemical activation. This ac-
tivation consists in processing the fibers with special electrolytes, the need for which is to orient the flock 
fibers activated in the electrostatic field of the flocker perpendicular to the applied surface, i.e. they lie on 
the material "hedgehog", digging into the base with glue Fig. 1 [1]. 

The technical solutions used for flocking in large-scale industrial production have wide functional 
implementations and appropriate software control. 

The application of the pile is carried out in an installation where an electric field is created be-
tween two electrodes, the top of which is a hopper with a mesh bottom in which the pile is located. From 
this hopper, the flock-fibers, by vibration, passes through the mesh between the electrodes, i.e. to the 
flocking zone. A material with an adhesive layer moves along the bottom electrode, into which the 
charged pile is embedded [2]. 

In the industrial production of various decorated surfaces, flocking, as a technology, is used quite 
widely, as well as in small-scale industries, or diorama lovers. Implementations for manual use have only 
one on and off button, and the flow is supplied by mechanically shaking the device from an inverted hop-
per with a grid at the bottom. 

Accordingly, it is not possible to control the intensity of surface seeding and pause the process. 
When the flock-fibers is in a hopper that is not separated from the metal mesh, and it is its bottom, storing 
the device is quite problematic and requires constant cleaning of the hopper. As part of the design solu-
tion, it is required to integrate a hopper with a flock into the device body with the ability to close it. Ac-
cordingly, it is required to provide for the possibility of refueling it. 

A closed hopper with a flock-fibers raises the question of the need for a hopper opening mecha-
nism and an appropriate mechanism for feeding  the flock to the grid. The body of the device, and in par-
ticular the area itself from the hopper to the grid, will be made in the form of a pipe with a screw placed 
in it. The auger has the ability to adjust its rotation speed, which allows you to adjust the density of plant-
ing with a flock. 

Fig. 1 shows the operating scheme of the device and the physical process that underlies the opera-
tion of the device. 

The flokers (flocker machine) on sale are mostly non-automated solutions with a single power 
button. Complex automation of various units of the device with parameter indication on the display is cur-
rently not implemented. 

The concept of the assembled device provides for the automation of the device using sensors, a 
motor, a light indication, a motor speed controller, a voltage sensor and a display for indicating parame-
ters. The Arduino Nano will be selected as the board for controlling the device. 
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Fig. 1. The flocking process 

The basis for automation and assembly, within the framework of the current task, are the follow-
ing components: 

− arduino nano board;
− motor drive expansion board;
− display;
− leds;
− motor;
− servo drive
− button;
− dimmer;
− resistors;
− battery pack;
− screw printed on a 3d printer;
− pulse generator;
− digital current and voltage sensor;
− inductive proximity sensor;
− structural elements for fixing blocks, plugs, lid and sash of the hopper;
− wires.
The functionality achieved in the implementation of this automation project of a manual flocking

device is reduced to the following points: 
− battery charge monitoring, displaying information about the percentage of battery charge on a

digital monochrome display; 
− control and display of the flow rate from the hopper, output of data on the selected speed mode

on a monochrome display; 
− control of the filling of the hopper with a flock, information output to the display (data from

sensors); 
− adjustment of the supplied voltage by a dimmer and the corresponding indication on the display

of the parameters; 
− a light indication when the device is turned on and a corresponding indication when the device

is ready with a duplicate message on the display. 
Regarding the construction of the device, there are several problems with the components. One of 

the problems that needs to be solved is the selection of a module for generating negative ions. These 
modules are available ready-made and have different configurations according to their parameters. 
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This project considers the possibility of using a ready-made or assembling its circuit yourself. 
A secondary task regarding the negative ion generation unit is the ability to control it from a regu-

lator. 
The appropriate adjustment of the device parameters, within the framework of our automation 

concept, requires feedback in the form of an indication of the current operating parameters of the device 
on the display, which implies the presence of a voltage sensor for the generator. We will use a dimmer 
and a resistor to adjust the voltage. 

Prototyping of the project implementation, taking into account the described functions, is per-
formed in the form of an arrangement of blocks on a breadboard: Fig. 2. 

 

Fig. 2. Automation scheme based on Arduino-compatible components 

A 110x2.7 mm sewer pipe is selected as the base for the housing. The remaining components of 
the housing and internal parts: auger, valves, plugs, mounting and mounting frames for electronic filling 
are designed for printing on a 3D printer and, accordingly, are made of PLA plastic. 

Summing up the consideration of the designed structure and elements for automation of the man-
ual flocker, it is possible to form a conclusion about the possibility of using Arduino to automate the con-
trol of the device. The difficulty is caused by the selection of modules of the component base and their 
coupling. It can also be noted that it is more correct to use mains power for this task. 
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Abstract: the issue provides calculations of the main parameters of the energy supply system for student 
nanosatellites of the CubeSat format, and determines the characteristics of solar panels used as the main 
source of energy. 
Keywords: primary energy sources, nanosatellite, CubeSat, mathematical modeling. 

The generation power of nanosatellites depends primarily on the parameters of the primary 
energy source. As a source of energy on small spacecraft, solar panels are used, consisting of semi-
conductor photocells that convert the energy of sunlight into electricity. The use of solar panels is 
optimal when the required duration of continuous operation of the device is from several weeks to 
several years, with relatively low energy consumption, since solar panels are reliable and cheap, and 
their service life is limited by degradation due to meteor erosion, radiation and sudden temperature 
changes and can reach 10 years. 

The requirements of minimal cost and ease of development on the part of educational institutions 
in relation to the device impose restrictions on the use of active moving parts and mechanisms, in particu-
lar, limit the use of actively oriented solar panels. This also has an impact on other systems of the space-
craft that indirectly affect the power supply system, e.g. orientation systems are not used. Summarizing 
the above, the requirements imposed on the mass and size characteristics of the nanosatellite as a result of 
the development of the satellite by students of educational institutions limit all possible design options of 
the device to the CubeSat 1U format with dimensions of 10×10×10 cm and a maximum mass of 2 kg, and 
rigidly fixed solar panels act as energy sources. Due to the lack of an orientation system to maximize 
power generation, the panels are located over the entire area of the machine. 

Thus, the primary source of electricity is 6 solar panels with sides of 9.8×8.26 cm and therefore 
an area of approximately 80.9 cm2 each. SXC-SGS-03 solar panels manufactured by SPUTNIX [1] have 
such dimensions. It should be taken into account that out of 6 panels, no more than 3 can be simultane-
ously oriented to the sun, and their power directly depends on the orientation of the panels relative to the 
direction of the sun's rays. 

The power output of a P array solar array can be determined by formula (1): 

( )array СБ СБP =sηF S cos θ , (1) 

where s is the solar radiation flux density, 1000–1500 W/m2; η – efficiency, for gallium arsenide cells 
can reach 24-32%; СБF  is the degradation coefficient of solar batteries, which takes into account changes 
in the emission of photovoltaic cells of the battery due to the influence of space factors; SСБ – Solar Array 
Area; Θ is the angle of orientation of the solar  arrays relative to the Sun, defined as the angle between the 
direction of the Sun and the normal to the surface of the solar array [2]. 

Since in formula (1) only cos(Θ) depends on the orientation in space, and the rest of the quantities 
are constant, the calculation of the generation of a randomly oriented apparatus in space is reduced to the 
calculation of cos(Θ) for six panels depending on the orientation in space. It is convenient to describe the 
orientation in space of a rigid body using Euler angles, where the rotation of the body and the associated 
coordinate system (X,  Y, Z) relative to a fixed coordinate system (x, y, z) is defined by 3 angles: α, β, γ. 
The intersection of the xy and XY coordinate planes is called the line of nodes N. The definition of Euler 
angles is shown in Fig. 1. The definition of the moving coordinate system and the designation of the sides 
of the spacecraft are shown in Fig. 2.  
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Fig. 1. Euler angles 

 

Fig. 2. Defining a Moving Coordinate System  

In the case of free rotation of a solar panel, the determination of its generation via cos(Θ) is inac-
curate, since it does not take into account the possibility of rotating the panel by an angle greater than π/2. 
When rotated by an angle greater than π/2, cos(Θ) becomes negative, which makes sense of negative gen-
eration, which in reality cannot be the case, and the lasing is zero. Therefore, it is more convenient to use 
the formula:  

 
( ) ( )cos θ + cos θ

2
  (2) 

Substituting (2) into (1) we get: 

 
( ) ( )

array СБ СБ
cos θ + cos θ

2
P =sηF S   (3) 

Thus, formula (3) takes into account the possibility of any angle relative to the direction of the 
Sun. The graph constructed by formula (2) in comparison with the graph cos(Θ) is shown in Fig. 3.  
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Fig. 3. Graph of the cos(Θ) function – on the left, graph of formula (2) – on the right 

It is also necessary to take into account that all six solar panels will have a different angle and de-
pend differently on the rotation angles. Thus, it is necessary to sum up the generation of all the panels of 
the device: 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

3 31 1 2 2

5 5 6 64 4

6
i i

i=1

array СБ СБ

СБ СБ

cos θ + cos θcos θ + cos θ cos θ + cos θ
2 2 2

cos θ + cos θ cos θ + cos θcos θ + cos θ
2 2 2

cos θ + cos θ
2

P =sηF S

=

=sηF S


+ + +



+ + +



∑

(4) 

Next, it is necessary to find the dependence of the angle between the direction of the Sun and the 
normal to the surface Θi n the rotation angles α, β, γ, i.e. the functions Θi(α, β, γ) for all six sides of the 
spacecraft, where the index i is the panel number. The four sides correspond to terms with indices from 1 
to 4 in accordance with Fig. 5. The top and bottom sides are indexed 5 and 6 respectively. 

For the top side: 

𝛳𝛳5(α, β, γ) = β (5) 

For the underside, respectively: 

𝛳𝛳6(α, β, γ) = β + π (6) 

Taking into account that β is the angle between the z and z axis, and, consequently, between the 
xy and xy planes intersecting along the line of nodes, the normals to the side surfaces will lie in the xy 
plane and move in it depending on the angle of rotation γ counted from the node line, which corresponds 
to the angle of the side 2. This construction is shown in Fig. 4. 

Taking into account the unit radius of the sphere under consideration, the angle Θ of the sides, the 
normals to which lie in the plane xy, can be considered as the length of the arc AB. The length of this arc 
can be found by considering the spherical triangle  ANB, in which the angle ∠ANB = π/2 is β, and the 
sides |AN| = π/2, |NB| = γ. 

The arc length AB can be found using the spherical cosine theorem: 

( ) ( ) ( ) ( ) ( ) ( )cos c =cos a cos b +sin a sin b cos C , (7) 

where a, b are the sides of the triangle, and C is the angle between these sides, and c is the side opposite 
the angle C. 
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Fig. 4. Constructing a spherical triangle 

By transforming (14), we find the side AB and the angle Θ2: 

 ( ) ( )2
π π πθ = AB =arccos cos cos γ +sin sin γ cos -β
2 2 2

      
      

      
 (8) 

In the same way, the angles Θ1, Θ3, Θ4  can be found, taking into account the relative position of 
the sides, which is expressed in the shift of the rotation of the γ by -π/2 for side 1, and by π/2 and π for 
sides 3 and 4, respectively. Thus, we get: 

 1
π π π π πθ =arccos cos cos γ- +sin sin γ- cos -β
2 2 2 2 2

          
          

          
 (9) 

 3
π π π π πθ =arccos cos cos γ+ +sin sin γ+ cos -β
2 2 2 2 2

          
          

          
 (10) 

 ( ) ( )4
π π πθ =arccos cos cos γ+π +sin sin γ+π cos -β
2 2 2

      
      

      
 (11) 

Simplifying equations (8), (9), (10), and (11), we get: 

 ( ) ( )( )( )1θ =arccos sin β -cos γ   (12) 

 ( ) ( )( )2θ =arccos sin β sin γ   (13) 

 ( ) ( )( )3θ =arccos sin β cos γ   (14) 

 ( ) ( )( )4θ =arccos -sin β sin γ   (15) 

Substituting (5), (6), (12), (13), (14) and (15) into formula (4) we get: 

( ) ( )( )( )( ) ( ) ( )( )( )( )

( ) ( )( )( ) ( ) ( )( )( )

( ) ( )( )( ) ( ) ( )( )( )

array СБ СБ
cos arccos sin cos cos arccos sin cos

2

cos arccos sin sin cos arccos sin sin

2
cos arccos sin cos cos arccos sin cos

2

 β − γ + β − γ +



β γ + β γ
+ +

β γ + β γ
+ +

= ηP s F S
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( ) ( )( )( ) ( ) ( )( )( )

( ) ( ) ( ) ( )

cos arccos sin sin cos arccos sin sin

2
cos cos cos cos

.
2 2

− β γ + − β γ
+ +

β + β β + π + β + π
+ + 



(16) 

By simplifying the expression (16), we get: 

( ) ( ) ( )( ) ( )( )array СБ СБP =sηF S sin β sin γ + cos γ + cos β (17) 

This formula allows you to find the lasing power of the CubeSat 1U device depending on the ori-
entation in space 

The average power generated by all 6 solar panels of such a device when exposed to the sun can 
be calculated by integrating formula (24) at all three angles of rotation and dividing by the size of the de-
tection area [3]. In the calculation, it is assumed that the device has a random orientation in space, since it 
does not have an orientation system and all possible positions in space are equally probable. The average 
power is calculated as follows: 

( ) ( ) ( )( ) ( )( ) ( )

( )

2 2

0 0 0
2 2

0 0 0

2

avr array СБ СБ

СБ СБ СБ СБ

sin sin cos cos sin

sin

118.435 1.5.
8

π π π

π π π

β γ + γ + β β β α γ

=

β β α γ

= = ⋅
π

= η

η η

∫ ∫ ∫

∫ ∫ ∫

d d d

d d d
P s F S

s F S s F S

(18) 

Taking the average values s = 1300 W/m2, η = 0.28, and SSB = 0.00809 m2 and substituting (25) 
into the formula, we get: 

avr array СБ СБ 1.5 1300 0.28 1 0.00809 1.5 4.416= ⋅ = ⋅ ⋅ ⋅ ⋅ =ηP s F S  Tue  (19) 

A graph of the function (24) is shown in Fig. 8. The graph is plotted relative to the angles of β and 
γ, which range from 0 to π for β and from 0 to 2π for γ. 

It is easy to see that the graph has 8 maxima, corresponding to such an orientation that the space-
craft is oriented in one of the 8 corners in the direction of the Sun, so that 3 panels are illuminated at the 
same time. In this case, the lasing is Pmax array = 5.1 W.  

Fig. 5. Function graph (17) 
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Taking the orientation angles as uniformly distributed random variables, it is possible to construct 
a histogram of the distribution of the function (17), which will make it possible to approximate the distri-
bution function of the random lasing variable of the apparatus. This histogram is shown in Fig. 6. 

 

Fig. 6. Histogram of the lasing distribution of the apparatus 

The value of the average power of generation Pavr array = 4.416 W obtained in formula (19) is rele-
vant only at the time of the start of the operation of the  device and towards the end of its planned service 
life will be significantly reduced due to the degradation of solar panels. The degradation coefficient of 
solar cells СБF  can be estimated by formula (20) [1]. 

 ( )СБ 1 ,= − YMYDF   (20) 

where YD is the degradation coefficient of the solar panel per year, which is approximately 0.03; YM is 
the time of the mission in years from the date of launch. 

Thus, at the time of launch, in formula (26), СБF = 1, and after 3 years, according to formula (27), 
it will decrease to fsb = 0.91. The power generated by the device will decrease by about 9% and will be P 
avr array = 4.019 W. It is this value that should be used as the estimated average generation capacity, because 
then the average generation capacity will exceed the calculated one throughout the planned operating 
time.  thus creating an unforeseen surplus of energy. Excess energy in the system can always be simply 
eliminated. It can even be useful as a contingency reserve. In turn, an unforeseen flaw can lead to prema-
ture battery discharge and emergency shutdown of consumers [4]. 
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Abstract. The article analyzes the ambiguity function for modified code sequences of maximum 
length obtained from rows of quasi-orthogonal matrices. The procedure for obtaining modified code 
sequences is considered. A comparison of the estimates of the characteristics of the obtained new 
code sequences is given. Since these code sequences have potential application in earth remote sens-
ing systems, not only correlation properties are considered, as for communication systems, but also 
the ambiguity function, which considers not only correlation characteristics, but also frequency 
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Introduction 

In the process of developing new active remote sensing systems, one of the main tasks is to en-
sure high noise immunity and interference protection of probing signals used for detecting and extracting 
information about observed objects. When solving practical tasks of this kind, signals modulated by code 
sequences (CS) are widely used. These sequences define the basic properties of such signals and simulta-
neously serve as their main classification feature [1]. 

An example of a signal modulated by a CS is a phase-manipulated signal. The phase sequence of 
the signal being 0 or π at different time points can be associated with a CS of +1 and -1, respectively. The 
alphabet of the sequence provided in this example is binary (±1), integer, and symmetrical. 

It is important to consider that in communication systems, the main focus is on the correlation 
properties of the sequence, such as autocorrelation and cross-correlation functions. However, when solv-
ing remote sensing tasks, it is crucial to assess the properties of the ambiguity function (UF), which takes 
into account not only signal correlation over time but also over frequency [1,2]. 

The formula for the UF is given by: 

( )
1

2

0
,

−
− π ∆

−τ
=

τ = ∑ t
N

j fi
i i

i
R f y y e

where yi – an element of the codeword sequence; f – the frequency shift; τ – the time shift (a shift of the 
sequence with duration Δt). 

This work aims to conduct a study of the UF for the purpose of comparative analysis and to ex-
plore the possibility of using as CS structures based on circulant quasi-orthogonal matrices with an alpha-
bet (1, -b) [3] – sequences of maximum length, similar to sequences generated based on quadratic resi-
dues and Jacobi symbols [4]. This signifies a departure from the classical approach where the alphabet of 
the CS is integer and symmetric. 

MODIFICATION OF THE CODEWORD SEQUENCE 

To convert the original sequence to the alphabet (1, -b), it is necessary to carry out its modifica-
tion. The flowchart of the modification procedure is presented in Fig. 1. 

Fig. 1 requires explanations. In this work, sequences of Legendre and Jacobi were chosen as the 
original sequences. The computation of the unknown value -b is carried out based on the theory of quasi-
orthogonal matrices [3,5]. As a result, a square matrix is obtained, an example of which is shown in Fig. 
2, where a white square corresponds to "1" and a black square corresponds to "-b". 
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Generation of the initial 
sequence

Replacing negative 
elements with "-b"

Generating a square 
matrix by cyclic shift

Solving a quadratic 
equation, calculating "-b"

Equating an element not 
on the main diagonal to 

zero

Multiplying the resulting 
matrix by its transpose

 
Fig. 1. Procedure for generating sequences with the alphabet (1, -b) 

 

Fig. 2. Portrait of a cyclic quasi-orthogonal matrix based on a Jacobi sequence of length 35. 

ANALYSIS OF AMBIGUITY FUNCTIONS DERIVED FROM THE MODIFIED SEQUENCES 

The methodology of the experiment was as follows. After generating a cyclic matrix with ele-
ments (±1), a line-by-line search for the sequence with the lowest level of sidelobe indecision function at 
f=0 was conducted. Then, after converting the matrix to the alphabet (1, -b), a search for the sequence 
with the lowest sidelobe level was repeated, followed by comparison of the values. As an example, Fig. 
3a and Fig. 3b are presented, showing the plots of the normalized to one indecision function of the Jacobi 
code sequence of order 143 with alphabets (1, -1) and (1, -b) respectively. 

 

  

а) alphabet (1, -1) б) alphabet (1, -b) 

Fig. 3. The normalized-to-one indecision function of the Jacobi code sequence of order 143 

When analyzing the indecision function, it is also advisable to consider its cross-section at zero 
frequency f = 0. For example, Fig. 4 shows the сutoff at zero frequency for the indecision function of the 
Jacobi code sequence of the same order as depicted in Fig. 3. As seen from Fig. 4, the maximum level of 
the sidelobe of the Jacobi code sequence is lower in the case of alphabet (1, -b) compared to the case of 
alphabet (1, -1). 
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а) alphabet (1, -1) б) alphabet (1, -b) 

Fig. 4. The normalized-to-one ambiguity functions  
of the Jacobi code sequence of order 143 (Cutoff at zero frequency) 

Since one of the main criteria for the applicability of signals in remote sensing systems is their re-
sistance to interference, it is advisable to examine the CS mentioned in the paper for the maximum level 
of the sidelobe of the ambiguity function and the maximum level of the sidelobe at zero frequency, which 
mean autocorrelation function (AF). The specified values are presented in Tables 1 and 2 for sequences 
based on Legendre and Jacobi symbols, respectively. 

Table 1 

Table of side lobe values for Legendre sequence 

Order Alphabet (1,-1) 
(1 1)

Alphabet (1,-b) 
(1 b)AF UF AF UF

7 0.1714 0.4249 0.1398 0.4981 
11 0.1091 0.5815 0.06153 0.5737 
19 0.1579 0.4047 0.1666 0.3444 
31 0.1548 0.3262 0.1518 0.3588 

131 0.0733 0.2059 0.0726 0.1941 
143 0.3636 0.3636 0.3996 0.3996 
163 0.0761 0.2172 0.0750 

 
0.2246 

 511 0.4012 0.4012 0.4216 0.4216 

Table 2 

Table of side lobe values for the Jacobi sequence 

Order (1,-1) 
(1 1)

(1,-b) 
(1 b)AF UF AF UF

15 0.0667 0.3877 0.0833 0.376 
35 0.1829 0.3886 0.1813 0.3633 

143 0.1399 0.2958 0.0999 0.2989 
323 0.0718 0.3611 0.0701 0.3546 

The obtained values prove the feasibility of an approach based on replacing a symmetric alphabet 
with (1, -1) with an asymmetric one (1, -b). 
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Conclusion 

The results obtained in the study demonstrate the potential of the described approach and allow us 
to conclude on the feasibility of using modified code constructions when applied in information exchange 
systems, as well as in distributed radar station remote sensing systems. 
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AUTOMATION OF MD SIMULATION DATA PROCESSING 
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Abstract. Molecular Dynamics is a simulation method commonly employed in scientific research, specifi-
cally in the field of solid state physics. In particular, rapid processes that take place on the surface after 
cluster ion impact such as sputtering, roughness modification, crater and rim formation can be studied. 
However, these phenomena implicate the analysis of substantial amounts of data, encompassing the ve-
locity, coordinates, and energies of each atom in the simulation. So that it is necessary to develop scala-
ble and automated methods to treat vast amount of simulated data yielding various parameters of the sys-
tem including size of impact crater, rim characteristics, surface deformation and the energy and direc-
tions of sputtered particles. To illustrate the efficacy of these methods, results obtained during simulation 
of (100) Si crystal surface bombardment with accelerated C60 molecules are presented. 
Keywords: molecular dynamics simulation, ion irradiation, data processing, cluster ion, silicon. 

Introduction 

Fig. 1. Cross section of a Si target surface after single 14 keV C60 ion impact event at 0K. 
1 – sputtered particles; 2 – impact crater; 3 – rim. 

Molecular Dynamics (MD) simulations is a widely used method of investigations in modern sci-
ence. Previously, it was applied in studies over widespread fields such as biology, surface modification 
with accelerated ions, etc. [1-2]. The main advantage of MD modeling is the possibility to study position 
and momentum vector of each atom in the system at every timestep. However, such detailed description 
yields vast amount of raw data produced in every experiment carried out by MD simulation. These data 
have to be processed before any type of analysis to be performed. Hence, it is necessary to develop meth-
ods of automatic post processing in a scalable manner to avoid doing it manually. Surface modification by 
accelerated cluster ion irradiation is important tool in modern technology. MD is very versatile tool to get 
insights to the microscopic mechanisms of the processes taking place. For example, characteristics of 
crater formation after impact of large argon clusters on silicon targets have been studied using MD [3]. It 
was demonstrated that incident per-atom energy affects crater formation stronger than total incident clus-
ter energy. On the other hand, only one trajectory run was performed for each simulation case with differ-
ent size of argon cluster or impact parameters. However, for such type of experiment with single ion im-
pact case, statistics consisting of even 50 trajectories may significantly increase the quality of the results 
obtained.  

Number of phenomena occur during C60 ion impact was studied [4]. Typical snapshot of a crystal 
surface after a single 14 keV fullerene molecule impact is illustrated in Fig. 1. When fullerene ion impacts 
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a surface it transfers energy to the nearest atoms who in turn spread energy into the bulk of a target. Some 
atoms receive enough energy to travel away from the surface either as a single particles or group of atoms 
called cluster. This effect is known as sputtering. Apart from sputtering, formation of crater and rim 
around it were observed. All this phenomena underlie modification of the surface relief. Different param-
eters of abovementioned effects could be determined from MD simulations and compared with experi-
mental data, so microscopic characteristics of the system such as momentum vectors of sputtered clusters 
are also of interest to be derived from MD data. 

Analysis of large amount of data in order to derive various parameters from MD simulation re-
sults is hard to be done manually. Therefore, it is necessary to develop algorithms that would automate 
data processing and show the results in a convenient way. It is also important to make such algorithms 
independent from the number of initial parameters and amount of statistical data.  

Model description 

Calculations were carried out using open-source code LAMMPs [5], a special program to run MD 
simulations. Well established Tersoff [6] potential was used to describe interatomic interactions between 
all types of atoms. Furthermore, it was splined with ZBL potential to describe interaction between parti-
cles with high energy. The initial crystal with size of 40x40x31 unit cells was built from Si atoms accord-
ing to diamond lattice structure and heated [7] to a specified temperature (0 to 1000 K). Before the start of 
simulation, a fullerene molecule was located 100 nm above the open surface of target. Periodic boundary 
conditions were applied in lateral directions of simulation cell. Three bottom layers of atoms were fixed 
to avoid drift after the impact. Dissipation of excess energy from the system during the simulation was 
provided by setting Berendsen thermostat [8] to 1 unit cell wide bottom layer of silicon. Integration of 
equations of motion for all the remaining Si atoms were done as microcanonical ensemble (NVE) and for 
each time step new positions of atoms were calculated. Electronic energy loss experienced by fast atoms 
in dense solid target was taken into account for particles of kinetic energy higher than 10 eV and having 
more than 30 neighbors and implemented as a quasi-friction force. Total time of each simulation was set 
according to the energy of C60 molecule and varied from 5 to 10 ps (for 8 to 14 keV correspondingly). 
Voronoi-Dirichlet method [9] was used to identify vacancies and interstitial atoms during the simulation. 
Before the calculations, Wigner–Seitz cells were set by Voronoi tessellation over all crystal volume. Fur-
ther, each cell was analysed for the number of silicon atoms it contains to derive the point defects that 
appear after C60 ion impact. If there were no atoms, it was identified as a vacancy and extra-atoms in the 
cells containing more than one particle were identified as interstitials. Atoms, escaped from the surface, 
were determined as sputtered and analysed apart. Such system conditions were used for both types of ex-
periments, carried out by MD method: single impact events and cumulative irradiation. In the first situa-
tion, 50 statistically independent cases were investigated. After every impact, results were saved to spe-
cial files and the whole system was recovered to the initial state. Then, C60 molecule was moved to a 
small random distance in both lateral directions and the simulation started again. In the case of cumulative 
bombardment, sputtered atoms were analysed after each event and then deleted from the simulation cell. 
Further, system was cooled down to the initial temperature during 3 ps and new C60 ion was placed above 
the surface and moved to a small random distance as it was described for single impacts.  

Automation of experiments 

Important phenomenon caused by accelerated ion impact that have to be analysed is sputtering of 
particles from the target. Analysis of these particles is common experimental observation that can be cru-
cial for investigations of the composition and structure of the target. For example, in Secondary Ion Mass 
Spectrometry (SIMS) sputtering yield analysis can be used to study concentration of impurities in doped 
semiconductors. Therefore, it is essential to develop an algorithm to identify and examine sputtered parti-
cles in simulations. Also as a result of fullerene ion impact, surface relief is modified and new structures 
appear on it during the irradiation. So all atoms in the system could be divided into two categories: sput-
tered atoms and in-substrate atoms. For this purpose, before the simulation surface of the crystal was di-
vided in XY plane into equal sized square areas of specified dimension that was varied from 0.25 to 1 unit 
cells. All atoms close to the crystal surface were distributed into the groups, corresponding to each 
squared area using their X and Y coordinates. The highest particle in each group was pointed out and their 
mean was set as surface zero level. Such method to find the value of this parameter was used in the previ-
ous work to analyse surface oscillations amplitude [7]. After a simulation run is complete, particles situat-
ed above this zero level, were marked as sputtered candidates and considered apart. The result of applying 
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this algorithm is illustrated in Fig. 2. Dark atoms represent the crystal and coloured ones show atoms con-
sidered as sputtered candidates. It can be seen, that despite some of the atoms in the coloured group are 
situated above the surface they are in close contact to the crystal. These atoms were pulled out by the ion 
impact, but have not enough energy to go away and fell down to the surface near the crater forming struc-
ture called rim. So they are not actually sputtered. Other coloured atoms (pointed as #1 in the Fig.2) are 
clearly sputtered. To treat that, all sputtered candidate particles were divided into clusters, using built-in 
LAMMPs function. Atoms located within the cut-off distance of 3.0 Å from each other were considered 
comprising one cluster. All these small groups then were split into two groups: if the group contained at-
oms, which are located less than 2.0 Å from the zero level, it was recognized as a part of the rim, while 
the remaining clusters were identified as sputtered. As a result, it is possible to obtain information about 
type, mass, energy, and direction of emission using IDs of these atoms. Simple math calculations, using 
Python script and values of mentioned parameters, provide data about sputtering, such as energy and 
momentum vector of centre of mass of each sputtered cluster. 

As it was already mentioned, all of atoms in the system can be split in two categories: sputtered 
and substrate. Surface of the crystal is modified during the simulation and new structures such as rim or, 
at a higher fluence, nanoripples appear. New relief of the target can significantly affect final properties of 
material and change its RMS, friction coefficient etc. One of the main characteristics of the surface relief 
is roughness, so it is necessary to develop an algorithm to calculate it. For this purpose, method that was 
earlier used to identify zero level was applied for the crystal in its final state. It was divided in XY plane 
into equal sized squared areas of specified dimension, all the atoms were distributed into the groups cor-
responding to each squared area using their (X, Y) coordinates and the highest atom in each square was 
pointed out. Thus, it is possible to create a surface mesh, where max Z coordinates are determined by 
highest atom position and could be graded by colour in the figure. If selected square had not included any 
atoms, it means either the square size was too small or data were incorrect. However, surface point for 
such square was still calculated as an average of its neighbour’s Z coordinates. When all of the surface 
points had values, assigned to them, a 3D or 2D surface depth mapping were plotted. Height distribution 
histogram of surface points was also charted. Roughness of the surface was calculated as standard devia-
tion of Z values. For cumulative irradiation situation, it makes possible to keep track of surface roughness 
modification during the simulation automatically and in situ. 

One more structure that appear on the surface of a crystal even after single C60 ion impact is 
crater. Therefore, it is important to analyse its parameters, for example depth, and radius, to find out 
mechanisms of its formation. To do this, silicon atom IDs associated with vacant Wigner-Seitz cells were 
identified after the simulation. Subsequently, Si crystal was recovered to its initial state to find atoms sit-
uated in these cells according to Voronoi decomposition. Further, these atoms were separated using clus-
ter analysis function, similar to sputtering and rim assessment. Cut-off distance of 3 Å was used again and 

Fig. 2. Snapshot of the surface after14 keV C60 
ion impact at 0K. 1 – sputtered particles; 2 – rim 

atoms. 

Fig. 3. Snapshot of initial Si crystal atoms 
whose Voronoi cells will become vacant after 

14keV C60 ion impact. Red – cluster with larg-
est number of cells. Blue – other cells that form 

smaller vacancy clusters around the impact 
point. 
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the largest cluster touching the surface was identified as crater. Output of this algorithm was visualized 
using Ovito tool and demonstrated in Fig. 3. Largest cluster was highlighted with red colour, so it is pos-
sible to see crater shape. Volume of the crater was determined by multiplying the mean Wigner-Seitz cell 
volume by number of particles corresponding to largest vacancy cluster. Crater opening area was calcu-
lated in similar way. The number of atoms in the two top most layers of the crater group was counted, as 
these atoms represent the surface layer of the crater. Then this number was multiplied by square of the 
half of Si lattice parameter. As it was done earlier for rim, the average and maximum atom radii from the 
impact centre in the XOY plane were calculated. Mean and maximum Z coordinates of crates group rela-
tive to zero level were also determined for the crater group to derive man and maximum crater depth.  

Conclusion 

As a result, a set of algorithms for automatic analysis of MD simulation results was developed 
and tested. With the help of these tools, vast amount of raw data may be processed and presented in a 
convenient way. Application of these methods provides an opportunity to derive quantitative data for a 
number of various effects that take place during ion bombardment of a solid surface, e.g. crater volume 
and mean depth; rim mean radius and height; sputtering parameters, namely, number of sputtered atoms, 
their possible clustering, and momentum vectors. In addition, the way to calculate surface profile map-
ping and roughness was also established. All the scripts are based only on atom coordinates and their ve-
locities that were parsed by Python and built-in LAMMPs functions. Effectiveness of proposed methods 
was demonstrated on C60 ion bombardment of silicon crystal with different incident energies and tempera-
tures of the target. Nevertheless, it is just a particular case and procedures described in this work are of a 
general origin, so they can be applied for any systems that require analysis of sputtered structures and sur-
face deformations of solid crystals. 
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ABOUT ONE APPROACH TO ASSESSING THE QUALITY 
OF MASKING VISUAL INFORMATION 
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Saint Petersburg State University of Aerospace Instrumentation, 
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Abstract. The paper proposes the approach to assessing the quality of one-side and two-side matrix 
masking based on the analysis of the two-dimensional correlation coefficient and the protected image 
pixels correlation. The obtained results allow us to numerically evaluate the masking quality using matri-
ces of various structures. The experiments show that if it is impossible to provide masking matrix size and 
the original image equality (the best possible masking quality), it is expedient to set thresholds for the 
two-dimensional correlation coefficient of no higher than 0.5, which ensures acceptable masking quality, 
and a threshold of no higher than 0.2, which ensures an inability to extract any useful information for an 
outside observer for each class of images. 
Keywords: matrix masking, quasi-orthogonal matrices, masking quality, pixel correlation, privacy assur-
ance. 

Introduction 

A large number of data transformation and analysis tasks are associated with the processing and 
transmission of visual information. Due to its ease of perception [1], this type of information is often 
used, for example, in everyday network communication among Internet users or when consuming various 
media content [2, 3]. Visual information, like any other, is susceptible to leaks, which requires solving the 
problem of ensuring the confidentiality of transmitted data. 

In this area the majorly used confidentiality ensuring methods are cryptographic methods, howev-
er matrix methods are also being actively developed [4], in particular, matrix masking [5], that uses low-
level structured quasi-orthogonal matrices [6]. This method, which transforms visual information to a 
noise-like form and uses a simple mathematical apparatus, is well-developed, since the literature [7-9] 
covers in detail the issues of compression and resistance to distortion of the transmitted information, as 
well as the issues of selecting matrices for this procedure. Nevertheless, the question of assessing the 
quality of masking still remains open. 

In work [10], the classical metrics MSE, PSNR, SSIM were used for evaluation. However, due to 
the specifics of visual information, when masking with small-sized matrices, the MSE and PSNR values 
can be quite large, but pronounced contours remain in the image, visual analysis of which allows, in some 
cases, complete restoration of the image/frame of the video [11]. The structural image similarity index 
(SSIM), in turn, is not suitable for accurately assessing image quality, since it can only assess the similari-
ty of two images/frames of a video stream, and also does not always correctly assess the similarity of the 
content of visual information [12]. 

In the research [4], the proposed approach to assessing the masking quality is based on the prox-
imity of the masked data spectrum to white noise, however studies were carried out only for audio data, 
and further research is required for visual information. 

Thus, at the moment, the search for a masking quality metric remains an urgent task. 

CORRELATION APPROACH TO ASSESSING THE QUALITY OF MASKING 

Any real digital image/video stream frame has a strong spatial correlation of pixels, and, as a re-
sult, has redundancy. An integral part of many compression algorithms is the procedure of pixel decorre-
lation; in the paper [12], it is also proposed to use correlation to assess the similarity of an image to a 
standard. In this regard, within this work, we will evaluate the influence of the size of the masking matrix 
on two parameters – the correlation of image pixels and the two-dimensional correlation coefficient. 

Matrix masking can be conducted in two versions. The first is one-way masking, in which the 
original image (or image fragment) X n size n × n is multiplied by a matrix M n of the same size in the 
form: 

,=n n nY X M  (1) 
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where Yn _– A protected image transmitted digitally over a communication channel. 
Matrix Mn henceforth we will call as a key matrix. 
The second option is two-way masking, in which the original image (or its fragment) is multiplied 

by the key matrix M n on the left and the transposed key matrix M n 
T on the right in the form: 

 ,= T
n n n nY M X M  (2) 

Inverse transformations to obtain the original image for one-sided and two-sided masking are per-
formed as follows: 

 ( ) 1 ,−=n n nX Y M  (3) 

 ( ) ( ) 11 .
−−= T

n n n nX M Y M  (4) 

The usage of orthogonal or quasi-orthogonal matrices Mn, for which (Mn) – 1 
_ = M n 

T for mask-
ing simplifies the inverse transformations according to (3) and (4). 

The classic image Lena [13], in tif format, was chosen as a test image. 
For masking, two-level matrices were used: 
1) Mersenne structured according to Walsh [14] is a symmetrical structure. 
2) Based on the M-sequence [15] – a cyclic structure. 
Tables 1-3 show estimates of vertical (rvert), horizontal (rhorizon), and diagonal (rdiag) correlations of 

pixels. Moreover, Table 1 shows the characteristics of the original image, and Tables 2 and 3 for matrices 
of symmetric and cyclic structure, respectively. 

 
 

Table 1 
 r vert r horizon r diag 

Original image 0.9846 0.9668 0.9595 
 
 

Table 2 
Masking matrix 

size 

One-sided Two-sided 

r vert r horizon r diag r vert r horizon r diag 

7x7 0.9849 0.8535 0.8526 0.9076 0.8477 0.7990 
15x15 0.9849 0.7711 0.7723 0.8624 0.7812 0.7185 
31x31 0.9870 0.5863 0.5865 0.7210 0.6431 0.4818 
63x63 0.9873 0.5290 0.5345 0.7739 0.6628 0.5892 

127x127 0.9848 0.2365 0.2392 0.5213 0.2380 0.1758 
255x255 0.9849 0.1304 0.1350 0.3100 0.1876 0.1983 
511x511 0.9848 -0.0890 -0.0902 0.2564 -0.0314 0.0567 

 
 

Table 3 
Masking matrix 

size 

One-sided Two-sided 

r vert r horizon r diag r vert r horizon r diag 

7x7 0.9848 0.9199 0.9100 0.9532 0.9191 0.8875 
15x15 0.9849 0.9107 0.9000 0.9427 0.9048 0.8587 
31x31 0.9862 0.9221 0.9111 0.9488 0.9292 0.8823 
63x63 0.9858 0.9397 0.9276 0.9533 0.9386 0.8949 

127x127 0.9849 0.9549 0.9423 0.9700 0.9564 0.9298 
255x255 0.9849 0.9642 0.9516 0.9806 0.9667 0.9498 
511x511 0.9850 0.9691 0.9565 0.9841 0.9691 0.9556 

 
To calculate the pixel correlation, 5000 two adjacent image elements were randomly selected, and 

the calculation was made using the following formula: 
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σ σ

x y
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x y

r  

where x and y are the values of two adjacent pixels in the grayscale image. σ x, y – covariance, σx
2 and σy

2 – 
variances of random variables x and y, respectively. 

Thus, analysis of the results obtained in Tables 1-3 allows us to numerically confirm the state-
ments that two-side masking made in [5] gives better results in comparison with one-side masking. Addi-
tionally, we can conclude that, in the general case, masking with matrices of a symmetrical structure pro-
vides better decorrelation of image pixels, and, as a consequence, better destruction of the structure of the 
original image. 

The following formula was used to calculate the bivariate correlation coefficient: 

( )( )

( ) ( )

1 1

2 2

1 1 1 1

,= =

= = = =

− −

=
  
  − −
  
  

∑∑

∑∑ ∑∑

M N

ij ij
i j

M N M N

ij ij
i j i j

X X Y Y
r

X X Y Y

 

where X and Y are the original and masked images, respectively. X  and Y  are the average values of X 
and Y respectively. M and N are the vertical and horizontal dimensions of the original and masked images. 

The values of the two-dimensional correlation coefficient for images masked with a symmetric 
and cyclic matrix are given in Table 4 and Figures 1–3. 

Table 4 

lena_std.tif 

Masking matrix 
size 

Symmetrical structure Cyclic structure 
One-sided Two-sided One-sided Two-sided 

7x7 0.8701 0.8360 0.9425 0.9160 
15x15 0.7583 0.6992 0.8594 0.8010 
31x31 0.5718 0.4839 0.5136 0.4624 
63x63 0.3416 0.2537 0.1998 0.2129 

127x127 0.2275 0.1618 -0.1781 0.0678 
255x255 0.1498 0.1142 -0.1530 0.0919 
511x511 0.0259 -0.0074 -0.5327 0.1175 

The results, presented in Figures 1 – 3, are graphs of the dependence of the two-dimensional cor-
relation coefficient on the size of the masking matrix for three classes of images: aerial photographs, tex-
tures and pronounced objects. Upon completion of image processing, a visual experiment was carried out, 
during which an observer, unfamiliar with the source material, was shown the results of masking in de-
scending order of matrix size. On the graphs, green markers indicate those values of the correlation coef-
ficient at which the observer could already accurately determine what was depicted, and yellow markers 
indicate values at which there were still doubts about the correctness of the assumption or other versions 
were present. 

The results obtained in Table 4 are proposed to be interpreted using the Chaddock scale [16, 17]. 
It is assumed that moderate (0.3 – 0.5) and weak correlation (0.1 – 0.3) will provide sufficient destruction 
of the structure of the original image for any masking option (two-way or one-way). The tabular data and 
graphical masking results should be compared to enable joint analysis. Fig. 4 and 5 show, respectively, 
the results of one-way and two-way matrix masking using symmetrical Mersenne matrices structured ac-
cording to Walsh. 
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a) 

 

b) 

Fig. 1. Graph of the dependence of the two-dimensional correlation coefficient on the size of the matrix of 
a symmetrical structure (a), cyclic structure (b) for aerial photographs 
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a) 

b) 

Fig. 2. Graph of the dependence of the two-dimensional correlation coefficient on the size of the matrix of 
a symmetrical structure (a), cyclic structure (b) for images of pronounced objects 
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a) 

 

b) 

Fig. 3. Graph of the dependence of the two-dimensional correlation coefficient on the size of the matrix of 
a symmetrical structure (a), cyclic structure (b) for texture images 
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a) 15x15, r=0.7583 b) 63x63, r=0.3416 c) 31x31, r= 0.5718

Fig. 4. Result of one-way masking with matrices of different orders 

a) 15x15, r=0.6992 b) 63x63, r= 0.2537 c) 31x31, r=0.4839

Fig. 5. Result of two-way masking with matrices of different orders 

The results of the experiment with an observer showed that a sufficient degree of destruction of 
the original image structure was achieved when the two-dimensional correlation coefficient was no higher 
than 0.65 for pronounced objects and textures and from 0.54 to 0.78 for aerial photographs. 

The results of visual analysis allow us to make the assumption that if for some reason it is impos-
sible to provide the masking matrix sizes and the original image sizes equality (the best possible masking 
quality), then setting a threshold for the two-dimensional correlation coefficient of no higher than 0.5 will 
ensure sufficient masking quality. 

Conclusion 

The paper proposes a simple approach to assessing the quality of image masking, based on esti-
mates of the vertical, horizontal and diagonal correlation of masked image pixels, as well as an estimate 
of the two-dimensional correlation coefficient. This approach is acceptable due to the fact that when 
masking an image/frame of a video stream, there is always access to an unprotected image to calculate the 
necessary parameters. 

It has been numerically confirmed that two-side masking with matrices of symmetrical structure 
gives better results for this procedure in comparison with the use of one-sided masking or matrices of cy-
clic structure. 

Based on the analysis of the results of masking all three classes of images together, as well as a 
visual test using the example of the image “Lena” and an experiment with an independent observer, two 
thresholds for the bivariate correlation coefficient can be preliminarily established. The first threshold is 
not higher than 0.5, at which acceptable masking quality is ensured, and the threshold is not higher than 
0.2, at which for each class of images an outside observer could not extract useful information from the 
masked image. These thresholds can be set if for some reason it is impossible to ensure equality in the 
size of the image and the masking matrix. 
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QAM-64 IMPLEMENTATION IN MATLAB ENVIRONMENT 
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Abstract: the paper considers the process of creation and the principle of operation of QAM modulation. 
The theoretical signal modeled in MATLAB is calculated in detail. The advantages and disadvantages of 
this type of modulation are described. 
Keywords: signal constellation, additive white Gaussian noise, QPSK, spectrum 

In modern radio electronics, the question of ways to protect the transmission of information from 
interference caused by natural conditions or created by human hands (EW) is becoming more urgent. 
Modulation is used to solve this problem. In addition to amplitude, frequency and phase modulation, there 
is also QAM (QPSK, QAM-16, QAM-64, etc.) modulation. This type of modulation has great noise im-
munity, allows for more efficient use of the spectrum, and is applicable to various standards[1]. 

Quadrature Amplitude Modulation (QAM) is a modulation technique that provides multiple am-
plitude and phase levels for efficient data transmission. The key element when using QAM is the constel-
lation of signals (Fig. 1a). They display the amplitude and phase values for each symbol in the modulated 
signal. Next, the process will be simulated using QAM-64 in the MATLAB environment. It is worth not-
ing that the qammod command already exists in MATLAB, however, due to the specifics of the task, its 
use will be minimized in order to show the entire process in detail[2].  

Any signal consists of harmonics. Each harmonic has its own amplitude and phase. According to 
this data, encoding/decoding takes place by means of QAM modulation (Fig. 1b). 

Fig. 1. a) A signal constellation; b) A graphical representation of the method 
of encoding amplitudes and phases of harmonics using QAM-64. 

First, you need to create a vector of complex numbers (signal simulation) with a specified length 
parameter (vector_size)[3]. To create such a vector, the complex_vector function was created.  

Listing of the complex_vector function: 
function random_complex_vector = complex_vector(vector_size) 
    a = -7:2:7; 
    real_part64 = []; 
    for i = 1:vector_size 
        d = datasample(a, 1); 
        real_part64 = [real_part64, d]; 
    end 

    imag_part64 = []; 
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    for i = 1:vector_size 
        d = datasample(a, 1); 
        imag_part64 = [imag_part64, d]; 
    end 
  
    random_complex_vector = complex(real_part64, imag_part64); 
end 
 
It is noteworthy that the signal constellation uses a signal with a maximum amplitude of 7. In-

creasing the amplitude of the signal can improve its noise immunity, since higher amplitudes provide 
wider distances between the points of the constellation, which makes it possible to better distinguish sig-
nals in conditions of noise and interference[4]. However, an increase in amplitude also contributes to an 
increase in signal energy, which can be costly in terms of transmission power and resource requirements. 
Thus, there is a compromise between noise immunity and power consumption, which is selected depend-
ing on the specific requirements of the communication system.  

The signal energy is calculated using the formula: 

 
Where N is the number of samples in the signal 
Hence, the energy of the received signal is 42.27 cu. 
After creating a theoretical signal, it is necessary to apply additive white Gaussian noise. As a re-

sult, the previously modeled signal is given interference (Fig. 2). The recovery of the received signal oc-
curs by finding the error vector (Fig. 3). That is, from each value obtained in the vector of complex num-
bers with noise, it is necessary to plot a vector to each point of the signal constellation. Since with QAM-
64 there will be 64 such vectors for each of the 800 preset values of the signal vector, their location will 
not be graphically clear, so an example with QPSK modulation is used here. 

 

 

Fig. 2. Simulated theoretical signal with interference on a complex plane 

Next, a matrix is created indicating the data of all error vectors for each of the 800 specified 
points. After that, the smallest ones are determined – they will indicate the initial (before interference) 
values of the signal[5]. 
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Listing the code in MATLAB: 
clc 
close all 
clear all 
finaly=[]; 
vector_size = 800; 
m1=complex_vector(vector_size); 
y = awgn(m1,10); 
qam64_points=[]; 
qam4_points = [1 + 1i, 1 – 1i, -1 + 1i, -1 – 1i]; 
for k=0:7 
    for n=0:7 
qam64_points = [qam64_points,qam4_points(1,1)+2*(k-4)+(n-4)*2i]; 
    end 
end 
figure 
scatter(real(qam64_points), imag(qam64_points),'*'); 
hold on 
axis;  
line([0, 0], ylim, 'Color', 'k', 'LineWidth', 1.5);  
line(xlim, [0, 0], 'Color', 'k', 'LineWidth', 1.5);  
hold on 
scatter(real(y), imag(y), 'filled'); 
xlabel('Real Part'); 
ylabel('Imaginary Part'); 
title('Random Complex Numbers'); 
grid on; 
for u=1:vector_size 
random_point = y(u); 
distance_to_qam64 = abs(qam64_points – random_point); 
g=min(distance_to_qam64); 
for i=1:64 
if g==distance_to_qam64(1,i) 
    g=qam64_points(1,i) 
end 
end 
finaly=[finaly,g]; 
end 
signal_energy = sum(abs(m1).^2) / length(m1); 
sum(finaly-m1) 

Fig. 3. Error vectors for one of the signal points in QAM-4. 
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To verify the correctness of the decoding results, it makes sense to output the result of the differ-
ence between the two vectors "sum(finaly-m1)". The result is 0. Which means that the signal is complete-
ly restored without loss. If you add a level of Gaussian noise, this result will no longer work. We will 
have to increase the energy (increase the coordinates of the points in the signal constellation). 
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COMPARATIVE ANALYSIS OF NETWORK LAYER HEADER COMPRESSION 
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Abstract. In today's world, where data transmission plays a key role in many aspects of life and business, 
efficient use of network resources has become increasingly important. In this context, the development of 
methods for compressing IP packet headers is an urgent task, since it allows reducing the amount of 
transmitted data and, therefore, improving network throughput. The need to minimize transmitted data is 
especially acute in the face of growing traffic volumes and increasing requirements for information trans-
fer speeds. Thus, the development and application of IP packet header compression algorithms has direct 
practical significance for optimizing the operation of networks and increasing their performance. 
Keywords: compression, decompression, header, RoHC 

Introduction 

In modern network technologies, efficient management of transmitted information is becoming a 
key aspect of ensuring high performance and optimal use of resources. One method for optimizing net-
work data transmission is to compress packet headers at the network level. This paper provides a compar-
ative analysis of various packet header compression algorithms, focusing on their efficiency, compression 
ratio, and impact on network performance. An analysis of the methods used and the research results will 
help to understand which approaches to header compression best combine the trade-off between saving 
bandwidth and ensuring the integrity of the transmitted data.  

TCP/IP header compression for low-speed serial links (CTCP) 

The compressor converts each input packet into a TYPE_IP, UNCOMPRESSED_TCP, or COM-
PRESSED_TCP packet:  

- TYPE IP – the packet is an unmodified copy of the input packet, and its processing does not
change the state of the compressor in any way; 

- UNCOMPRESSED TCP – this packet is identical to the input one, except that the IP protocol
field is changed from "6" (TCP protocol) to the connection number. 

- COMPRESSED TCP – IP and TCP headers are completely replaced with a new compressed
header; 

Fig. 1. Algorithm of operation of the CTCP compressor 
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IP Header Compression (IPHC) 
IP Header Compression (IPHC) uses different types of headers during packet transmission  
 

 

Fig. 2. Algorithm of operation of the CTCP decompressor 

between the compressor and decompressor:  
FULL_HEADER – indicates a packet with an uncompressed header, including the connection 

number and, if the packet is not TCP, then the source of generation is additionally included. 
COMPRESSED_NON_TCP – Indicates a packet with a compressed header that is not TCP.  
COMPRESSED_TCP – Indicates a packet with a compressed TCP header containing the connec-

tion number, a flag indicating which fields were modified, and the modified fields encoded differently 
from the previous value.  

COMPRESSED_TCP_NODELTA – indicates a packet with a compressed TCP header in which 
all fields are unchanged and sent as is. 

CONTEXT_STATE – indicates a special packet sent from decompressor to compressor to carry a 
list (TCP) of CIDs for which synchronization has been lost.  

 

 

Fig. 3. IPHC compressor operation algorithm 
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Fig. 4. IPHC decompressor operation algorithm 

IP/UDP/RTP header compression for low-speed serial links (CRTP) 

Compression RTP (CRTP) requires the link layer to provide an indication of four new packet 
formats in addition to the usual IPv4 and IPv6 formats for the transmission of uncompressed and com-
pressed packets: COMPRESSED_RTP – the RTP header is compressed along with the IP and UDP head-
ers. The size of this header is two bytes or larger, depending on the need to convey field differences. This 
type of packet is used when the second order difference in constant fields is zero. In this case, delta en-
coding is applied to fields that have changed by an amount different from what was expected to determine 
the difference of the first-order fields after the uncompressed RTP header was sent.  

Fig. 5. Operation algorithm of the CRTP compressor 
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Fig. 6. Operation algorithm of the CRTP decompressor 

CONTEXT_STATE – indicates a special packet sent from decompressor to compressor to con-
vey a list of context identifiers where synchronization has been or could be lost. This packet is sent exclu-
sively over a point-to-point link, so it does not require an IP header. 

COMPRESSED_NON_TCP – transmits compressed IP and UDP headers without differential en-
coding. If this type were used for IPv4, storing the identifier field would require one or two more bytes 
than COMPRESSED_UDP. 

Compression of RTP/UDP/SCP headers on channels with high packet loss (RoHC) 

In RoHC there are several states that a compressor can be in during a session:  
Initialization and Refresh (IR) – in this state, the static components of the context are initialized in 

the decompressor or to recover from a failure.  
First Order (FO) – in this state, information about violations in the packet flow is sent.  
Second Order (SO) is a state of optimal compression.  
The compressor can operate in three modes:  
Unidirectional Mode – In this mode there is no feedback channel between the decompressor and 

the compressor.  
Bi-directional Optimistic Mode – This mode has a feedback channel, but it is only used when re-

questing a context update if the decompressor fails.  
Bidirectional Reliable Mode – In this mode, the compressor waits for confirmation from the de-

compressor that the headers have been restored correctly.  

 

Fig. 7. RoHC compressor state diagram in U-Mode 
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Fig. 8. RoHC compressor state diagram in O-Mode 

The decompressor also has three states: NO_CONTEXT – the state of the decompressor when in-
itializing the session, STATIC_CONTEXT – state corresponding to the first compression order for the 
compressor. FULL_CONTEXT – decompressor state corresponding to the second compression order for 
the compressor. 

Conclusion 

CTCP compresses the 40- byte IP+TCP header into 4 bytes. 
he CTCP compressor detects retransmissions at the transport layer and sends an updated header, 

completely updating the context when they occur. This recovery mechanism does not require explicit sig-
nals between the compressor and decompressor. General IP header compression scheme improves on 
CTCP, capable of compressing arbitrary IP, TCP and UDP headers.  

Fig. 9. RoHC compressor state diagram in R-Mode 

Fig. 10. RoHC decompressor status diagram 
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When compressing non-TCP headers, IPHC does not use delta encoding and is considered more 
reliable. In the case of TCP compression, the CTCP recovery mechanism is complemented by a Nack 
scheme at the link level, which speeds up recovery. However, IPHC does not compress RTP headers. 

 

Fig. 11. Characteristics of Header Compression Techniques 

CRTP is a header compression scheme that reduces 40-byte IPv4/UDP/RTP headers to a mini-
mum of 2 bytes if the UDP checksum is not enabled, and 4 bytes if enabled. CRTP cannot use the same 
recovery mechanism as CTCP due to the lack of retransmissions in UDP/RTP.  

Instead, CRTP uses explicit  
decompressor-to-compressor signaling messages called CONTEXT_STATE messages to indicate 

that the context is out of sync. Thus, CRTP has limited effectiveness on lossy links with long transit 
times. To avoid losses due to context desynchronization, CRTP decompressors can locally restore context 
using the TWICE mechanism – each CRTP packet contains a counter that is incremented by one for each 
packet sent by the CRTP compressor. If the counter increases by more than one, at least one packet is lost 
on the communication link. It greatly improves the performance of CRTP, but there are some problems 
when using it.  

The way ROHC compression works is to establish functions from sequential numbers  
(SN) to other fields and then transmit the SN in a reliable form.  
Every time a function associated with an SN is changed to a different field, that is, when the cur-

rent result of the function differs from the corresponding field in the header that is subject to compression, 
additional information is sent to update the parameters of that function. An assessment of the characteris-
tics of different header compression techniques is given in Fig. 11. 
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Abstract. Ensuring reliability is one of the most important problems in the creation and operation of any 
technical system. It is especially relevant for complex systems, such as power supply systems, consisting 
of a large number of elements and having extensive internal and external connections. 
Reliability calculation is necessary in such industries as the automotive industry, the radio-electronic in-
dustry, the aviation industry, construction, the energy industry and others. Reliability is an indicator of 
structural strength. Due to correct reliability calculations, it is possible to assess what loads an object or 
system can withstand, whether its operation is possible under certain temperature conditions. The paper 
focuses on the importance of calculating reliability as indicators of durability, safety, and safety of 
equipment and systems. 
Keywords: reliability, industrial industry, calculation, system, object, method, probability. 

Reliability is understood as an indicator that reflects the degree of quality of an industrial facility 
throughout the entire time of its operation from the moment of its creation to the moment of unsuitability. 
Reliability calculation is a method of obtaining an indicator of the reliability of an individual object or an 
entire system [1, 264].  

We focus on the heat and power industry. It is necessary to understand that energy-important fa-
cilities must remain operational in different conditions of their installation and operation, respectively, it 
is impossible to do without calculating reliability in this industry.  

There are various classifications of reliability calculation methods. One of them is shown in Fig. 1 
[2, 352]. 

Fig. 1. Classification of reliability calculations in the thermal power industry 

The classification of calculation methods is diverse. So, for example, there are methods for calcu-
lating reliability indicators. Among them: 

− the method of calculating durability;
− the method of calculating reliability;
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− the method of calculating forecasting , etc.  
According to the principles of calculating reliability properties, forecasting methods, physical 

methods, and structural methods are distinguished.  
Depending on the "period of existence" of the object (system), methods for calculating reliability 

are distinguished at the design, operation and testing stages. Based on the type, simple calculations and 
complex calculations are distinguished. Each of these types of calculation has its own variations (calcula-
tions of system states, calculations of redundant systems, matrix method, logic circuit method, etc.) [3, 
75].  

The main indicators of reliability of thermal power facilities are reliability, maintainability [4, 
126]. The main methods for calculating these indicators, which in turn mean determining reliability, are 
structural methods. The essence of such methods is to represent an object (system) in the form of a logical 
circuit and further calculate reliability indicators.  

Let's consider the principle of calculating the sequential connection of elements, which is a sub-
species of the structural method for calculating reliability [5, 172]. For example, the system consists of M 
separate elements.  

Let the system consist of N separate elements. 
Event Ci is the trouble-free operation of the i–th individual element i = 1,2, ..., M. Event D is the 

trouble-free operation of the system. The system will work flawlessly when all the individual elements 
are functioning at the same time, that is (1): 

 1 2
1

* * *= … =∏
M

M iD C C C C .  (1) 

For independent events, the formula takes the form (2): 

 ( ) ( ) ( ) ( ) ( )1 2
1

* * * .= … =∏
M

M i iP D P C P C P C P C  (2) 

Accordingly: 

 ( ) ( ) ( ) ( ) ( )1 2
1

* *  .= … =∏
M

m iP t P t P t P t P t   (3) 

Where P(t) is the probability of system uptime, ( ) ( ) ( )1 2 * *  … mP t P t P t - the probability of opera-
tion of individual elements of the object (system).  

In the special case, with the same reliability of the elements  ( ( ) ( ) ( )1 2= =… MP t P t P t  the proba-
bility that the system will work flawlessly (that is, it will be reliable) is determined by the following ex-
pression: 

 ( ) ( ){ } .=
M

iP t P t        (4) 

The modern radio-electronic industry is very promising. New more complex devices and equip-
ment are being created, the element base is being updated, and production schemes are being developed. 
And special requirements are also imposed on the objects of this industry, the key of which is reliability. 
Reliability tests are necessary to determine how reliable an object (system) is under certain test condi-
tions. As a rule, when calculating reliability, a batch is taken, for example, of products, which are subse-
quently subjected to calculations and tests.  

So, in radio electronics, such reliability calculation methods are used as:  
− calculation of the failure rate; 
− a consistent method for determining reliability; 
− single and double sampling method; 
− simulation modeling, etc.  
The method of calculating the failure rate was deeply studied by the Russian scientist, Professor 

N.K. Yurkov. In his work devoted to the analysis of the risk of failure of electronic equipment, a method-
ology for assessing the reliability of radio electronics is provided. The following formula (5) is used to 
estimate the failure rate (which is one of the methods for calculating reliability) of such mechanical ele-
ments as couplings, bearings, and watch devices: 
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1

0
1

* ,
=

λ = λ ∏э i
i

a  (5) 

where 0λ  – is the failure rate of a part, shaft, joint or complex product in nominal mode and under normal 
conditions (ambient temperature 20±10ºС; relative humidity 30...70%; atmospheric pressure 
0,825...1,06*105 Pa; absence of vibration and shock); ia  – are coefficients that take into account the de-
sign features of the part, conditions production and operation of the part. 

In turn, the last coefficient is calculated using the formula: 
1

1
,

=

=∏i ij
i

a K  (6) 

where ijK  – are coefficients that take into account changes in the failure rate of a part, system, or product 
under the influence of various factors [6, 225].  

Conclusion 

Thus, reliability is an important property of technology that characterizes its operability during 
operation. Reliability is calculated so that the equipment of a particular industry (machine, object, system) 
retains its operational characteristics in accordance with regulatory and technical documentation.  

When calculating reliability, the main indicator is the probability of failure-free operation of the 
object. In turn, trouble-free operation means, again, operability without failures, without interruptions and 
without forced stops of the process.  

Reliability calculation is important and necessary in every industrial sector. For example, in the 
aviation industry, reliability is calculated to determine the degree of safety of an airplane or helicopter. 
Structural strength is assessed in order to predict how the machine will behave under a particular load. Of 
course, a high degree of reliability will reduce the number of accidents and ensure a high level of safety 
[7, 266].  

In the construction industry, it is also important to check the reliability of structures, bridges, 
dams, buildings and other structures. Using calculations, they determine the load that building structures 
can withstand. All this makes it possible to ensure the safety and security of property. 

Cars are also subjected to reliability calculations. The reliability of the car's design is calculated in 
order to reduce the risk of accidents and increase the level of safety and durability.  

The energy industry is unthinkable without calculating reliability. Power plants, wind turbines, 
heat exchangers, reactors are only a small component of this industry. In order to ensure the safety of 
equipment, personnel safety, reliability calculations are performed and check what loads the facilities can 
withstand during operation.  The examples given show that reliability calculation is extremely important 
in all industries. 
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Abstract. The article describes the experience of introducing digital twins in domestic production and 
their potential to improve the efficiency and safety of production processes. The article examines the suc-
cessful application of the digital twin in industry, where it helps to reduce the time and cost of developing 
new installations, as well as train personnel and conduct training on production process management.  
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By the end of 2023, about 150 foreign companies had left Russia, including those working in sig-
nificant sectors of the domestic industry, so it is especially important to replace the departed companies 
with Russian analogues, using the most effective methods and tools of design and production, for exam-
ple, digital twin technology.  

GOST 2093-82 prescribes the use of sieve analysis to study the granulometric composition. How-
ever, the laser diffraction method has the largest measurement range, which, based on data on the intensi-
ty of the projected rays, is able to conclude about the particle size.  

Digital doubles are a technology that allows you to create an exact copy of an object in virtual 
space. This technology has found wide application in the Russian oil and gas industry, where it is used to 
control production processes, improve safety and work efficiency. 

One of the main advantages of digital twins is the ability to conduct experiments and testing vir-
tually, which reduces the risks and costs of real-world testing. For example, when designing new wells or 
oil pipelines, you can create a digital copy of the object and conduct various tests on it to identify possible 
problems and shortcomings. [1] 

In addition, digital twins allow you to monitor the condition of the equipment in real time. With 
the help of sensors and monitoring systems, it is possible to obtain data on temperature, pressure, flow 
rate and other parameters of equipment operation. This data is processed in a digital double, which allows 
operators to quickly respond to possible problems and prevent accidents. 

Digital doubles are also used for staff training. With their help, you can create simulators where 
new employees can practice managing equipment or solving various tasks. This allows you to reduce the 
training time and improve the skills of the staff. A digital double can be created in various programs, de-
pending on the specific object or process for which it is being created. For example, modeling and simula-
tion programs such as Siemens PLM Software, Dassault Systemes, Autodesk and others can be used to 
create a digital twin of industrial equipment. To create a digital twin of a transport system, programs for 
modeling traffic flows and simulation, such as PTV Group, Aimsun, TransModeler and others, can be 
used. In addition, there are specialized programs for creating digital twins, such as ThingWorx from PTC, 
Azure Digital Twins from Microsoft and others. 

The digital twin model was first presented at the Society of Technological Engineers (SME) con-
ference in Troy, Michigan, in October 2002 at one of the presentations. The presentation was dedicated to 
the support/operation stage of the product lifecycle. The model didn't even have a name. The slide was 
simply titled "The Conceptual Ideal of PLM". 

In Russia, the technology of digital twins began to be introduced relatively recently. The first in-
formation about such digitalization in large companies began to appear in 2015.  

The purpose of this article is to analyze the experience of introducing digital twins into domestic 
production.   

The use of digital twin technology in the domestic industry 
In Russia, the digital technology usage index is distributed extremely unevenly (Fig. 1). If "Big 

Data" has already become quite widespread in domestic industries, then "Digital twins" are only gaining 
momentum. 

137

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS



 

Fig. 1. Index of the use of digital technologies in traditional industries - 
 the flagships of Russian industry [2] 

 
One of the successful examples of a digital twin within the oil and gas industry is the Gazprom-

Neft project to create a digital twin of the Alexander Zhagrin field in the Khanty-Mansiysk Autonomous 
Okrug. This deposit is one of the largest in Russia and has a complex geological structure. 

The digital twin of the field was created on the basis of data obtained as a result of geological ex-
ploration and drilling of wells. It allows you to simulate various scenarios of field operation, conduct ex-
periments and testing virtually, as well as monitor the condition of equipment in real time. 

With the help of a digital twin, the optimization of production processes at the field was carried 
out. Opportunities have been identified to increase oil and gas production, reduce operating costs and im-
prove operational efficiency. New mining technologies have also been developed, which will increase the 
output of products. 

In addition, the digital twin of the field was used for staff training. Based on it, simulators have 
been created where new employees can practice managing equipment and solving various tasks.  

There is an increase in the volume of the global digital twins market: for example, in the period 
from 2020 to 2022, the increase was 71%, and by 2028 an additional increase of 61.3% is expected at an 
annual growth rate (Fig. 2). 

The introduction of a digital twin of the Alexander Zhagrin field has allowed Gazprom Neft to 
reduce the cost of operating the field and improve operational efficiency. This project has become an ex-
ample of the successful implementation of digital twin technology in the Russian oil and gas industry. 

 

 

Fig. 2. The volume of the global digital twins market, billion dollars 

There are also examples of the introduction of digital twins technology in healthcare in Russia. 
For example, the company "Computer Technologies in Medicine" has created a digital human double that 
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allows you to simulate the work of organs and body systems. This project was implemented as part of the 
program for the development of innovative technologies in medicine.  

The digital human double is used to teach medical students, as well as to perform virtual surgeries 
and treat patients. It allows you to reduce the time and cost of training and examination of patients, as 
well as improve the accuracy of diagnosis and treatment. 

The main advantage of a digital human double is the ability to perform virtual surgeries and treat 
patients. This reduces the risks for patients and increases the effectiveness of treatment. In addition, the 
digital double of a person can be used to teach students of medical universities, which allows to improve 
the quality of medical education. 

One of the examples of the use of a digital double in Russia within the framework of construction 
is the "Digital Double" project of the SCANEX company. It allows you to create a virtual model of a con-
struction site and conduct various tests and tests on it, which reduces the time and cost of real construc-
tion. [3] 

In Russia, the digital twin is actively used in the automotive industry. For example, AvtoVAZ us-
es a digital twin to create virtual car models and conduct various tests on them. This reduces the time and 
cost of developing new car models. 

In addition, the digital twin is used to monitor production processes and optimize production. For 
example, with the help of a digital double, you can monitor the condition of equipment, control the quali-
ty of products and predict possible problems in the production process. 

Similarly, the digital twin can be used for staff training and training. For example, using a virtual 
car model, you can train mechanics and engineers in various technical skills and conduct training on car 
maintenance and repair. 

Such technologies are actively used in the automotive industry by various companies such as 
GAZ, KAMAZ, UAZ and others. 

In Russia, the digital twin is also actively used in the framework of nuclear energy. For example, 
Rosatom uses a digital twin to create virtual models of nuclear reactors and conduct various tests on them. 

This reduces the time and cost of developing new nuclear reactors, as well as improving the safe-
ty and efficiency of their operation. In addition, the digital twin is used to monitor production processes 
and optimize nuclear fuel production. 

In addition, the digital twin can be used for staff training and training. For example, using a virtu-
al model of a nuclear reactor, operators and engineers can be trained in various technical skills and con-
duct training on the management of nuclear installations. 

Such technologies are actively used in the Russian nuclear power industry and help to improve 
the safety and efficiency of nuclear installations. 

Conclusion 

Thus, based on the analysis of the experience of introducing digital twins in domestic production, 
we can say that this technology has great potential to increase the efficiency and safety of production pro-
cesses. In Russia, the digital twin has already been successfully used in many areas of industry, which 
will have a positive impact on the import substitution process. However, it is necessary to continue re-
search and develop this technology in order to expand its application to other domestic production facili-
ties and improve the quality of their work.  
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Abstract. The paper discusses the construction of a mathematical model of an active voltage rectifier 
(AVR). 
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To create a mathematical model of an active voltage rectifier, it is necessary to set the equilibrium 
equations for voltage and currents. When writing these equations, it is usually assumed that the rectifier is 
built on ideal power switches in the case of using IGBT modules [1, 2]. 

Fig. 1 shows the equivalent circuit of the AVN power section. 
In this work, we will consider the case of a symmetric system with the following equalities 

= = =a b cr r r r  – active resistance of the reactor; 
= = =bk l k l - reactor inductance. 

Fig. 1. Equivalent circuit of the AVN power section 

Next, we introduce some abstract algebraic column vectors, which consist of relative parameters 
of voltages and currents in the network determined at some point in time, voltage values at the power in-
put of the converter and information data flows at the input of the rectifier 
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The variables specified above are phase quantities and are designated by the letter “F” in the su-
perscript. And information data flows are designated “*”. 

AVN can be described by the following equations 
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Φ - discrete switching vector function;

*
п п( , )τF FF U - discrete vector function that denotes information signals and the state of the keys. 

For pulse-width systems with a main signal 0 ( )τU  it can be expressed as follows 
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where τ is time. 
Further, due to the fact that the analyzed quantities in the alternating current circuit change in 

time, the AVN equation can be written using an orthogonal coordinate system with axes x, y and z, which 
rotates at a certain speed ωk. 

Thus, the previously indicated column vectors, taking into account the transformed values, can be 
written as 
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Next, using a special transformation matrix 
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we obtain equations for the transformed variables 
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where θk – is the total transformation number associated with the orthogonal coordinate system. 

Moreover, it is comparable to the phase coordinates (a, b, c). 
Taking into account the discreteness of processes in ABN and the description of its orthogonal 

system, we can write a mathematical model described by the following equations 
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formation signals and the state of the keys. 
Taking into account some specific operating modes of the AVN, we determine the speed value as 

 ω = ωk u , (7) 

If we take into account that the switching frequency of switches in PWM mode is quite high, then 
to study the transient and steady-state modes of an active voltage rectifier it would be logical and correct 
to use its equivalent and lightweight mathematical model. 

Under the above conditions, the equivalent mathematical model will be some version of the mod-
el written according to equalities (1) – (6), which were obtained from the results of a continuous approx-
imation of the discrete commutator function of the rectifier. 

Taking the above into account, the mathematical model can be represented in the following form 
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where U0 is the difference in the subcarrier PWM signal. 

 

Fig. 2. Block diagram of an equivalent continuous AVN model 
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The continuous approximation equations are correct if 
*

0 , , ,≤ =пju U j a b c

The power factor AVN, provided it is in the power supply system, can be determined by the for-
mula 

2 2 2 2
cos

( ) ( )

⋅ + ⋅
ϕ =

+ ⋅ +

x x y y

x x x x

u i u i

u u i i

Fig. 2 shows the block diagram of an equivalent continuous AVN model corresponding to equa-
tions (8) – (14). 
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Abstract. This article discusses the design of a lighting system that is automatically controlled using an 
algorithm based on the assessment of one sensor of the ambient light outside the room to adjust the inter-
nal illumination. 
The purpose of the presented research is to develop an algorithm for intelligent control of artificial light-
ing based on a system with one light sensor installed outside the room. 

Introduction 

In the energy consumption of office, residential, public buildings, schools, hospitals, etc.п. a sig-
nificant share is occupied by electric lighting 40-60% of the total consumption, so существуетthereсть is 
a needto reduce the consumption of lighting installations. 

The most commonly used solution for improving the efficiency of a lighting system is to simply 
replace old lighting devices with new and modern ones with greater energy efficiency. At the moment, 
such light sources are LED lamps. The use of LEDs can significantly reduce the energy consumption of 
the lighting system. Additional economic benefits возcan also be obtained by using an intelligent lighting 
control system. This system allows you to combine lighting fixtures and control circuits into a single net-
work that maintains the required level of illumination in all rooms involved in the system. Monitoring 
inside the system is carried out using various sensors: light, motion, presence, acoustic, etc. The use of 
such a system allows you to reduce electricity consumption by using lighting devices in the right place, at 
the right time, with the right illumination. Such a system allows you to create usage scenarios, with the 
help of such scenarios, it is possible to control both one and many lamps. 

The problem of energy efficiency of lighting installations is particularly acute in enterprises, in 
office and public buildings, as it is necessary to illuminate a large number of premises with different areas 
and tasks of their use. As it was mentioned above, electricity consumption for lighting needs occupies a 
significant share of the total consumption at such facilities.  Recently, this area has been actively develop-
ing, as equipment has become more affordable both in the physical sense and in the economic sense, 
therefore, the payback period has become much shorter than it was 10-15 years ago. The high cost of 
equipment was associated with several factors: novelty, complexity, high cost of manufacturing micro-
processor controllers and chips, the lack of a single or unified protocol, and the complexity of creating 
new software. As areas such as computer science, IT technology and industrial electronics are actively 
developing, the question of the high cost and complexity of equipment is gradually decreasing. A large 
number of different manufacturing companies, both Russian and foreign, appear, which favorably affects 
the price of equipment due to market competition.  

Analysis of the literature on the issue under study 

The issues of lighting control and related problems of energy saving have been considered at var-
ious times by a large number of researchers. In the information space of works in Russian, a significant 
contribution was made by A. K. Solovyov, in the textbook "Environmental Physics" [1], the reference 
book "Energy Saving in lighting" and" Reference Book on Lighting " edited by Professor Yu. B. Aizen-
berg [2, 3]. In his works, A. K. Solovyov addresses the issues of calculating the coefficient natural light 
intensity (KEO), the permissible limits of this coefficient, and the resulting dependencies when consider-
ing the issue of illumination of a horizontal surface. In the reference book of Yu. B. Aizenberg, the issues 
of energy saving for lighting purposes are considered. Currently, the most common issues of energy sav-
ing in lighting systems are related more to the solution of architectural problems by increasing KEO [1, 4, 
5]. To a much lesser extent, the issues of solving technical problems and algorithmization of lighting con-
trol are addressed [6, 7, 8, 9, 10]. 

When designing and implementing lighting control systems, first of all, they rely on the charac-
teristics declared by the manufacturer, which claim up to 60% savings, compared to the period before the 
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introduction of the lighting control system, or use the results of prototype systems and single implement-
ed systems [11, 12]. At the same time, it should be noted that due to insufficiently formalized and defined 
quality criteria of lighting devices themselves and methods for determining the quality of lighting devices, 
there is an overestimation of characteristics, which leads to a decrease in the economic effect of the intro-
duction of an intelligent lighting system [13]. 

Lighting system control parameters 

Energy saving in lighting installations with controlled LED lamps is achieved due to the fact that 
with a decrease in the luminous flux of lamps, the power of the system with LED lighting also decreases, 
as shown in Fig. [14]. 

100

80

50

20

1
13 100

Relative luminous flux, 
%

Relative power of the system, 
%

Fig. 1.Diagram of the ratio of the power of the LED lighting system and the luminous flux of lamps. 

Fig. 1 shows the relationship between the power consumption of an LED lighting device and the 
luminous flux. So, for example, when the luminous flux value is reduced to 1%, the lamp consumes about 
13% of the power relative to the rated power. This dependence is true for most types of LED lighting de-
vices. The lower and upper power limits can be higher or lower depending on the specific lamp [14]. To 
control the light flow of LED lamps, special drivers are available with the ability to control. The most 
common control signals are analog 1 ... 10 V and digital DALI [14]. 

Algorithm for smooth lighting control using a single light sensor 

For the end user, after the introduction of a smart lighting system, important parameters are to re-
duce energy consumption and find the level of illumination within the normalized limits. Therefore, the 
implemented algorithms should not only reduce the consumption of electrical energy, but also maintain 
an acceptable level of lighting in the room. To implement such operation of the algorithm, it is necessary 
to determine the dependences of illumination in workplaces for a specific number of specifically located 
lamps at any level of the control signal of the control value. At the same time, the system must be able to 
calculate the level of the control signal based on the required light level. 

The uneven distribution of the light flux from individual lighting devices is a major challenge 
when creating control algorithms. As a consequence, when changing the level of the control signal for a 
particular workplace to achieve the required illumination, it does not guarantee that the illumination value 
will be within the normalized limits at another workplace. To implement this behavior of the lighting sys-
tem, it is necessary to introduce some optimization function opt(Pkj). This function for a set of values Pkj , 
where k is the number of the workplace, j is the number of the lamp, can optimize the parameters and, 
accordingly, select the level of the control signal to maintain the illumination at a particular workplace (k-
th), so that the illumination is within the normalized limits, while achieving the greatest possible reduc-
tion in illumination and as a result, the consumption of electrical energy. In order to exclude the operation 
of the lighting system during times of emergency when people are in the room, it is necessary to introduce 
an additional switch or sensor for forced shutdown. 

Control algorithm for controlling outdoor lighting 

For this algorithm, in addition to information about the light distribution from the op amp at dif-
ferent levels Pj of, you need to know ek for each workplace. Finding these values is possible by direct 
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measurement, or through calculation methods, and it is also necessary to determine the margin coefficient 
Ks, e, since this coefficient takes into account the decrease in KEO and illumination, as a result of opera-
tion and factors associated with it [15]. The value of ek can be found using the formula: 

2
0
2

,
.= ⋅k

з еk

r KEOe
Kr

 

Where:r0 – normalized distance; rк, – distance to a specific workplace. 
When the control system is not activated? it is in command standby mode, and system activity 

begins when the operation signal is received. I.e., simultaneously with the lamp's power supply. To begin 
with, the controller uses a sensor to read information about outdoor lighting e. In this case, the current 
value of the control signal pj from each power source of the luminaire is also processed. Pj Then, based 
on the received data, the system simultaneously calculates for each workplace: 

- the level of natural light at each workplace; 

н ,= ⋅ek kE e E  

- the total level of illumination from artificial lighting at the k-th workplace Eandk based 
управляющей функцииon the illumination levels of each specific lighting installation (j-th) obtained by 
the control function ( )=kj jE f P . 
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After рассчитанныеthat, the illumination values calculated by the controller are added up, and 
then the system determines the value ∆Ek, which must be compensated by increasing the artificial illumi-
nation, in the case ∆of Ek>0, in the case ∆of Ek<0, reducing the natural illumination of the workplace 

и

ном

,
.∆

= +

= −
ek kk

k k

E E E

E EE
 

Together the system calculates the required level of the control signal Pkj from the lamp to the 
workplace for full compensation ∆Ek  
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The system analyzes the received pkj and uses the optimization function to determine the required 
signal level to send to the driver. Further, the algorithm is repeated, in standby mode, the system works 
according to the same principle, but the signal to the driver is sent only at the time of closing the circuit 
going to the LED lamp 

The advantages of this algorithm are: 
• There is no influence of external illumination, because the sensor only tracks changes in inter-

nal illumination. 
• This eliminates the possibility that the sensor area will not be visible or obscured from the out-

side. 
However, the implementation of this algorithm has the following disadvantages: 
• When using the KEO value in the normalized parameters, the control error may increase. 
• Higher cost of the sensor due to the need for its greater protection from the external environ-

ment; 
• When using any curtains or screens, they must always be in the same position, or it is neces-

sary to make additional clarification of the KEO and the position of curtains or screens. 
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• This eliminates the possibility that the sensor area will not be visible or obscured from the out-
side. 

Conclusion 

Improving the efficiency of LED lighting systems should be carriedьout in a comprehensive 
manner, i.e., it is necessary to increase the efficiency of both individual luminaires and the control sys-
tems of these luminaires. 

The use of the developed algorithm for controlling LED lighting allows you to increase the effi-
ciency of the lighting system and allows you to more flexibly adjust the illumination in accordance with 
the biological indicators of a person, as well as for better compliance with the requirements of regulatory 
documentation in terms of workplace illumination. 

The applied algorithm has a significant advantage in the face of using outdoor illumination indi-
cators to change indoor illumination indicators, which allows you to more accurately adjust the illumina-
tion required at a given time. 

The described algorithm can effectively solve lighting control problems, while it does not require 
large financial and labor costs for implementation. 
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Abstract. The purpose of this article is to design and assemble a device for monitoring plant growth. The 
device must monitor the state of soil moisture, air temperature and adjust the lighting depending on the 
set mode. If there are problems with the temperature or soil, an audible and visual alarm appears, letting 
the observer know that something is wrong. This article focuses specifically on the hardware of the de-
vice, selecting all the necessary components and connecting them to Arduino.  
Keywords: automation, Arduino, sensors, agricultural technologies, growing plants. 

Introduction 

Nowadays, when technological progress is rapidly increasing and interest in a healthy lifestyle is 
constantly increasing, home growing of plants is becoming more important. It ceases to be just a pleasant 
hobby and becomes an integral part of caring for the environment. For those looking to create a welcom-
ing green space in their home and monitor the health and development of their plants, a home grow con-
trol system is an invaluable tool. 

This system automates and optimizes plant care processes, providing them with ideal conditions for 
growth and development. From controlling temperature and soil moisture to providing optimal lighting, this 
system gives the user complete control over the environment to grow plants efficiently and gently.  

Justification of the technical solution 
To implement a plant growing control system, we will use sensors, a button, a microcontroller, an 

LCD display, LEDs, and a lighting system. The structure of this device is shown in Fig. 1. 

Fig. 1. Block diagram of the device 

The circuit includes three main information receivers. The first is a complex sensor that combines 
an air humidity sensor and a temperature sensor. The second is a soil moisture sensor. The third is a but-
ton with which you will need to switch the station’s operating modes. All three components are connected 
to a microcontroller, which processes the information, displays the data on the screen and, thanks to LEDs 
and a sound element, reports problems in the microclimate, and also regulates the lighting system. 

Selection of element base 

The main component of the system is the Arduino UNO microcontroller – the brain of the device. 
Arduino Uno was chosen because of its ease of connection and compatibility with various devices via 
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connectors. Arduino Uno combines ease of use and the necessary functionality for the successful imple-
mentation of our ideas. Arduino coordinates the operation of all connected sensors and actuators, process-
es the received data and makes decisions about the necessary adjustments in growing conditions [1]. 

Sensors are used to monitor the condition of plants. 
• soil moisture sensor (YL-69) – determines the soil moisture level, allowing the system to main-

tain the optimal moisture level for each type of plant [2]; 
• air temperature and humidity sensor (DHT11) – measures temperature, which is critical for cre-

ating a suitable microclimate; the humidity measurement function is not used in this system [3]. 
Also important for plant growth is the lighting system – it is adjusted depending on the needs of 

the plants and the current level of natural light. Under ideal conditions this should be a UV lamp, but 
when modeling, an incandescent lamp is used, and when prototyping, an LED with a resistor is used, due 
to limitations in software capabilities and budget. 

To warn the observer about critical changes in soil temperature and moisture, sound and light sig-
nals are used. If the temperature is increased, the red LED lights up, if it is low, the blue LED lights up. If 
problems arise with soil moisture, turn on the orange LED. The sound signal is activated in all of the 
above cases. 

An LCD display is also used for monitoring, displaying current temperature and humidity read-
ings, allowing the user to monitor the status of the system in real time. 

A button is used to switch different operating modes, depending on the stage of plant growth, and 
the RGB module indicates which mode is currently enabled [4]. 

System implementation 

The TinkerCad program was used to construct the diagram. Power to the circuit will be supplied 
via the Micro USB connector. The power and ground inputs of all components must be connected to the 
GND ground and VCC power of the Micro USB connector. The operating voltage of the circuit is 5 V, so 
the power supply must be no more than 5 V from the Micro USB connector. 

The functional diagram of the system is presented in Fig. 2.  

 

Fig. 2. Functional diagram of the control system 
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For better understanding, it is necessary to divide the functional diagram into 2 blocks, shown in 
Figures 3 and 4.  

Fig. 3. LEDs, lamp, sound element, temperature sensor and LCD display 

Fig. 4. Arduino, soil moisture sensor, RGB module, button 

Next, modeling was carried out in the TinkerCad programming environment. Fig. 5 shows opera-
tion at normal temperature but high humidity. 
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Fig. 5. Circuit operation at normal temperature but high humidity 

Circuit operation at low temperature and low humidity presented in Fig. 6. 

 

Fig. 6. Circuit operation at low temperature and low humidity 

And the last step is to prototype the system in real conditions. A layout of the system is shown in 
Fig. 7.  
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Fig. 7. System layout 

Conclusion 

The process of modeling and creating a model of a plant growing control system was successfully 
completed. Further improvements to this design provide the opportunity for automation. Automatic wa-
tering, a temperature control system, and a real-time clock can be implemented to provide complete and 
effective control over the plant growing process.  
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Abstract. The evolution of modern technol- ogy has brought forth new perspectives in im- proving quality 
of life, thanks in part to the au- tomation of systems. With the advent of the In- ternet of Things, the do-
mestic environment be- comes technologically advanced through sensors and controllers, enabling the 
gathering of in- formation and monitoring of our homes with- out requiring direct human action. In the 
con- text of this progress, our goal is to develop an advanced home automation system using Mat- 
lab/Simulink/Truetime, simulating various sce- narios for monitoring our homes. 

Introduction 

A domotic environment does not represent a standard solution, as the scalability margin is really 
high, which leaves a wide margin of choice on the components to be used. Our aim is to in- troduce as 
many people as possible to the fantas- tic world of domotic, aware of the fact that this can be a source of 
great help in managing our homes, as well as alerting us to the occurrence of any anomalous situations. In 
the scenario hy- pothesized by us, the house has various sensors, from temperature to humidity, from 
smoke to movement...Each of them collects data on the internal (or, in one case, external, as we will see 
later) state of the house and forwards it to the relevant controller through the network, with the aim of 
making adjustments on the parameter it- self or triggering an alarm in the most serious case. In section II 
we illustrate abstractly the structure of the project, the various connections 

between devices, how information is transferred from one node to another, as well as nature it- 
self of measurements carried out. In section III we will carry out a technical analysis on the de- sign on 
the design of the simulated scenario on the Matlab/Simulink environment, illustrating the various blocks, 
scripts, subsystems and out- puts implemented. In section IV, network per- formance will be evaluated by 
referring to three different performance indices, which will provide us with feedback on the quality of the 
network service and speed of adjustments by our environ- ment. 

Related Works 

The latest advances in artificial intelligence and machine learning are taking home automation to 
the next level. Home automation systems can now learn from users’ habits and preferences, anticipating 
their needs and offering personal- ized solutions. A smart home automation sys- tem could automatically 
adjust the home’s tem- perature based on the inhabitants’ preferences or initiate certain actions when it 
detects ab- normal behavior. For example, [1] shows how a home automation gateway can be used and 
con- figured to meet the needs of homeowners. An- other example is [2] which shows how to use a fuzzy 
model to make different systems automat- ically adapt to each situation. 

Proposed Approach 

Our network scenario involves the use of two dif- ferent networks: 
1. A wireless network that uses the Zigbee 
802.15.4 protocol, since, in a domotic en- vironment, it brings several advantages: 
• Zigbee brings extremely reduced en- ergy consumption compared to the use of the WiFi 

protocol, allowing the sen- sors to be located in different rooms without the need to always be con- nected 
to the electricity grid, but sim- ply using a battery integrated into the sensor itself which can last several 
years. 

• Zigbee is known for having low latency and this is crucial when performing de- tections on 
data such as smoke or mo- tion. 

• Zigbee offers solutions such as low-cost devices and sensors, in order to facil- itate the 
scalability of a system and make this world more desirable even to the most sceptical. 

The various sensors will send the data from the measurements to one of the two pos- sible net-
work gateways. The decision to implement two gateways was made to dis- tribute the computational load 
for process- ing the packets across two separate devices. One gateway will handle tasks of low im- 
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portance, such as humidity and external brightness, while the second gateway will exclusively process 
high-priority tasks such as smoke detection, temperature monitor- ing, and motion detection. This setup 
aims to minimize the risk of data loss resulting from network congestion. 

2. A wired CSMA/CD Ethernet network is employed to achieve maximum data trans- fer speed
from the network gateways to five potential controllers, each dedicated to pro- cessing a specific type of 
data. We imple- mented six sensors in the wireless network: 

• Temperature sensor: it detects values between 15C° and 26C° with a sample time of 1 second.
• Humidity sensor: it detects values be- tween 20% and 80% with a sample time of 60 seconds.
• Outdoor brightness sensor: it detects values between 0 lux and 100.000 lux with a sample time

of 60 seconds. 
• Smoke sensor: it detects values (mea- sured in parts per million ”ppm”) be- tween 0 ppm and

50 ppm with a sam- ple time of 1 second 
• Motion sensor: it detects presence val- ues (1 for motion detection otherwise 0) with a sample

time of 0.5 seconds. 
• Security camera: it produces a 100 bit/s bitstream (for simulation neces- sities).

Scenario 

Using Matlab/Simulink as simulation environ- ment and Truetime library to establish network 
connections, we provide detailed technical as- pects of the project. 

Fig. 1. Project structure. 

All the sensors used have the same Simulink structure, and have been implemented in the fol- 
lowing way: 

• ttKernel, which receives a random value as input (in order to simulate every type of possible
situation). 

• ttBattery, which contains the energy capac- ity of the sensor, measured in mAh.
• Two Const blocks, which we will use to communicate the sensor coordinates to the wireless

network. 

Fig. 2. A sensor structure. 
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Speaking of controllers, each device has a dif- ferent method of adjusting values and varies de- 
pending on the received data. Now, let’s de- scribe the five different controllers: 

 
• Temperature and humidity controller. It’s made using several blocks: 
 
a) ttKernel, for receiving temperature and humidity data from the wired net- work and sent from 

the gateway 1. 
b) Fuzzy controller, which receives tem- perature and humidity data from ker- nel and returns a 

power value as out- put. 
c) Matlab function, which receives tem- perature, humidity and fuzzy’s output as inputs, for 

making adjustments de- pending on inputs. 
 

 

Fig. 3. Humidity and temperature sensor. 

• Brightness controller. The blocks used in this case are: 
a) ttKernel, to receive external brightness data from gateway 1. 
b) Matlab function 1, which receives as input the external brightness and the time of day of 

detection, and modifies the brightness value according to the time of day (for simulation needs and to 
obtain the most truthful data). 

c) Fuzzy controller, which receives the ex- ternal brightness and the time as input (output of the 
previous Matlab func- tion) and returns a percentage value of the power of the house lights (ex. lights at 
75%). 

d) Matlab function 2 receives the output power of the fuzzy controller and the time as input, so as 
to set the power of the house lights to 0 (0%) between 00:00 and 05:00. 

 

 

Fig. 4. Light sensor. 

 
• Security camera. In this case we have: 
a) ttKernel, to receive the bitstream ar- riving from gateway 1. In addition to the bitstream, it 

returns the number of packets received. 
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b) Matlab function, which receives as in- put: bitstream, an array for storing the bitstream, the
scroll index of the array, two counters for synchronous ac- tivation of the script (it will only work when a 
new packet is received); at the output we have the index, the ar- ray and a counter, all feedback. The 
Matlab function script also provides a function for removing the oldest data: once the capacity of 95% of 
the array is reached, the oldest data are elimi- nated and the newer data are shifted to the left. 

Fig. 5. Security camera. 

Fig. 6. Data saving script. 

• Smoke controller. The blocks are:
a) ttKernel, to receive smoke detections from gateway 2.
b) MBSD, which carries out checks on the amount of smoke in the environment and the

temperature, and will issue an alarm at four possible levels, depend- ing on the input values. A further 
check is carried out using debounce to obtain the most reliable output. 
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Fig. 7. Smoke controller 

 

Fig. 8. Smoke controller MBSD. 

• Motion controller. Here we have: 
a) ttKernel, to receive motion detection values from gateway 2. 
b) MBSD, which receives the detection values as input together with a switch that represents the 

switch-on state of the anti-theft alarm. The output value will be a three-level alarm, depending on the 
values assumed by the inputs. Also in this case an additional check is carried out using debounce. 

 

Fig. 9. Motion controller. 
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Fig. 10. Motion controller MBSD. 

Concerning the networks, these were created us- ing ttWirelessNetwork blocks for the one which 
uses Zigbee protocol (data rate 80000 bit/s and loss probability 0.001), while ttNetwork for the Ethernet 
one (data rate 10,000,000 bit/s and loss probability 0). The gateways are made with ttKernel blocks, each 
of which has its own han- dler, allowing the sensors to receive the relevant packets and forwarding them 
to the various con- trollers, each one with its own handler. 

Fig. 11. Networks structure. 

Performance Metrics 

In the context of a home automation context, it seemed appropriate to carry out the performance 
evaluation by selecting in particular three differ- ent indices measured on certain sections of the project: 

• Throughput. Represents the quantity of data transmitted for unit of time. The choice to
measure the throughput fell on se- curity camera, in this we can ensure that the network can support the 
constant flow of data generated by the camera, without loss of quality or delays. From the graph below 
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we notice how, in a one hour simula- tion, the throughput tends asymptotically towards a value equal to 
2000 bit/s. 

 

Fig. 12. Security camera throughput. 

• Packet loss. This is the percentage of loss of transmitted packets. We decided to mea- sure the 
packet loss on three different sec- tions, in particular on the security cam- era, smoke controller and 
motion controller: this is because, in the case of the cam- era, we would like the lowest packet loss to 
have less buffering and latency. ; regard- ing smoke and movement, we know that these are extremely 
important tasks where we want the measurement to be as pre- cise as possible. The three values measured 
in the various devices appear to be differ- ent: in smoke, we have a value of approxi- mately 2.6%, in 
movement the value is ap- proximately 0.85%, finally in the camera the value settles at around 0.13%. 
The values obtained show how little data is lost com- pared to that received. 

 

Fig. 13. Smoke packet loss. 
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Fig. 14. Motion packet loss. 

Fig. 15. Camera packet loss. 

• Response time represents the difference be- tween reception and transmission time, and is a
crucial parameter for evaluating the ef- fectiveness of smoke and motion controllers. These controllers 
must be able to respond quickly to emergency situations. In our scenario, we measured the reaction time 
of both controllers and obtained significant re- sults, showing a timely response from both, with average 
times between 0 and 0.05 sec- onds, well within acceptable limits to ensure the safety of the home 
environment. 
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Fig. 16. Smoke reaction time. 

 

Fig. 17. Motion reaction time. 

Conclusions 

In conclusion, this home automation project has demonstrated itself as a robust and scalable sys- 
tem. The utilization of both a wireless Zigbee and a wired Ethernet network has provided nu- merous ad-
vantages in terms of energy consump- tion, latency, and costs. The strategically placed sensors throughout 
the house, as shown in the simulation, reliably transmit data to their re- spective controllers. Each control-
ler is designed to handle specific data from the sensors, show- casing good responsiveness and adaptabil-
ity to various situations. The performance analysis justifies the system’s efficiency, achieving suf- ficient 
throughput to support security camera, low packet loss, and adequate reaction times for critical control-
lers. We hope that our project has effectively highlighted how implementing a home automation system 
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can enhance home en- vironment management, providing valuable data for monitoring and automatic 
regulation. 
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Abstract. The 5th Generation (5G) mobile network is the new global standard for wireless communica-
tions after 1G, 2G, 3G and 4G networks. 5G provides the new type of network needed to connect virtually 
everyone and everything, including machines, objects and devices. 5G wireless technology is designed to 
deliver higher peak data rates of several Gbps, ultra-low latency, higher reliability, greater network ca-
pacity, increased availability and a more uniform user experience for more users. This paper presents 5G 
core monitoring methods and services. 
Keywords: 5G core, observability, monitoring methods, monitoring services. 

 

1. Overview of 5G core monitoring methods 

Currently, 5G networks are being actively developed, which is accompanied by increasing com-
plexity and the number of components in the network. This creates difficulties in evaluating the effective-
ness of new technological solutions and increases the time to find the root causes of failures. In addition, 
fifth-generation mobile networks play a key role not only in connecting people, but also in interconnect-
ing devices, and serve as the basis for the development of areas such as industrial automation, the Internet 
of Things and smart cities. Due to the maintenance of a large number of connections in these areas, the 
application of complexes that allow the system to possess the property of observability seems logical and 
appropriate. 

2. Observability 

In the past, the term "observability" has been used in control theory to refer to how the state of a 
system can be determined from its external outputs. As applied to IT, we will use the following definition:  

Definition: observability — is a property that allows estimating the current state of an infocom-
munication system or its part on the basis of the data generated by it [1].  

Applications and the IT components they use provide output in the form of metrics, events, logs, 
and traces. Metrics, logs, and traces are analyzed to assess the state of the target application. A system is 
considered "observable" if its current state can be assessed only from its external outputs – without regard 
to its composition or architecture. 

Observability tools are designed to collect and aggregate as much information as possible from 
every component of the system, including infrastructure, applications, serverless services, middleware, 
and databases, to provide a comprehensive view of the internal state of the system at the most critical 
time: when data is sent to another system for processing and use. 

3. Отличия наблюдаемости от мониторинга 

In this subject area, monitoring is defined as follows: 
Definition: monitoring is the process of collecting, analyzing, and using information to track a 

program's progress toward its goals and make management decisions. Monitoring focuses on observing 
specific metrics. 

Monitoring lets you know something is wrong, and observability will let you know why. Moni-
toring is a subset and a key action for observability [2].  

Monitoring tracks the overall health of the application. It collects data on how the system is per-
forming in terms of access speed, connectivity, downtime, and bottlenecks. Observability, on the other 
hand, allows you to drill down into what has been happening in the application by providing detailed and 
contextual information about its specific failure modes. 
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4. The three pillars of observability

4.1 Basic information of the section 
Understand how observability works by examining the telemetry data on which it is built – the 

so-called three principles of observability [3]. These principles act as the connecting element that allows 
each of them to provide an almost infinite number of levels of real-time insight into a wide range of sys-
tem performance across the enterprise. 

4.2 Metrics 
The term "metrics" in this subject area are defined as follows: 
Definition: Metrics are typically numerical time series data for calculation, aggregation or aver-

aging purposes. 
By analyzing the metrics at the beginning of the time series, we can predict the metrics at the sub-

sequent time interval. 
While most monitoring tools can gather metrics from popular platforms and systems to report 

trends or anomalies over time, they often provide limited insight into when something is broken. 
With an observability solution, metrics can now provide critical data to build a response by meas-

uring accurate system performance values. Observability offers hard facts about elements such as service 
level metrics, latency and downtime. Metrics built from this system data provide actionable visualizations 
of overall or specific system performance, helping to predict potential system trouble spots. 

4.3 Logs 
This subject area is defined as follows: 
Definition: Logs are detailed records of each software's events, user actions, and network activi-

ty. 
All logs provide a temporary, immutable, step-by-step record of every event a component sees. 

Along with this detailed information, the logs contain valuable metadata. To get an observable system, 
each of these logs must be collected and correlated with an event. However, logs alone cannot provide a 
complete picture of system performance. 

The observability solution is designed to centralize event and log data along with other perfor-
mance data, giving teams enterprise-wide visibility.  

Unlike metrics, logs record the historical events of the system, while metrics are numerical indi-
cators of its various parts. 

4.4 Tracing 
Traces record the end-to-end path of every call made in the distributed system architecture during 

the execution of a unit of work or transaction. A trace clearly shows every touchpoint that a transaction 
interacted with during the execution of an action. In other words, a trace records every call made to fulfill 
a request, the chain of calls from one touchpoint to another, the time of the calls, and the delay between 
each transition. 

Tracking down problems to determine the root cause can be a tedious manual task in distributed 
networks. And as networks have expanded to cloud, edge, and the Internet of Things, this task has be-
come even worse. There are many more routes into, out of, and through each infrastructure than there 
were a few years ago. 

However, observability makes it possible to centralize these tasks to perform tracing quickly. This 
method, called distributed tracing (or distributed query tracing), can span the entire enterprise and provide 
domain- and system-independent visibility of system functionsемы. 

The observability solution provides IT organizations with the foundation needed to quickly detect 
application, network and system failures. It provides a single console to continuously monitor affected 
systems until a solution is reached, which is critical to enabling IT operations to deliver service delivery 
capabilities. 

5. The role of observability in the 5G backbone network

Observability is the ability of a system to provide detailed, complete information about its internal 
state based on external observations. In the context of 5G, where networks are becoming more complex 
and dynamic, providing a high degree of observability becomes critical to ensure efficient operation and 
problem detection. 

Metrics monitoring: In the context of 5G, observability involves monitoring various metrics 
such as throughput, latency, signal strength, errors in the interaction layer of one core network device 
with another and other parameters to ensure stable and high performance connectivity. 

165

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS



Event tracing: Tracing in the 5G core network allows tracing the processing of a request from 
the UE (user terminal) in different nodes of the fifth-generation core network, which is important to en-
sure timely data analysis and error localization, in case a problem occurs during the processing of a re-
quest. 

Transaction Logging: Tracking and logging of various events and operations in the 5G network 
provides the ability to analyze and quickly respond to abnormal situations. 

6 Review of existing tools for providing a system with the observability property 
There are several services in the observability domain that provide tools for monitoring, tracing 

and logging in distributed systems. Here is a comparative characterization of some of them: 
Prometheus [4]: 
Type of service: Monitoring. 
Programming language: Go. 
Scalability: Suitable for scaling in highly loaded environments. 
Advantages: Easy to install, has a wide community, good integration with Kubernetes. 
Disadvantages: Lack of tracing and logging support. 
Elastic Stack (Elasticsearch, Logstash, Kibana) [5]: 
Type of service: Logging and searching. 
Programming language: Java. 
Scalability: Scales well for data logging and retrieval. 
Advantages: Powerful search and visualization capabilities, support for multiple data sources. 
Disadvantages: Not as effective for monitoring metrics. 
Grafana [6]: 
Type of service: Data visualization. 
Programming language: Go. 
Scalability: Scalable to visualize data from a variety of sources. 
Advantages: Support for various data sources, wide dashboard customization options. 
Disadvantages: Not a complete monitoring and tracing tool. 
Dynatrace [7]: 
Type of service: Full observability (monitoring, tracing, logging). 
Programming language: Unknown (proprietary solution). 
Scalability: High scalability for complex and distributed systems. 
Advantages: Automatic dependency detection, extensive analytics capabilities. 
Disadvantages: High cost, proprietary solution. 
In conclusion, observability plays a key role in ensuring the efficiency and reliability of the 5G 

core network. Monitoring, traceroute and logging systems work together to provide visibility and control 
over network operations, which is essential for successful deployment and management of high-
performance 5G networks. 
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Abstract. Maintenance of a swimming pool requires monitoring of certain factors such as: temperature, 
humidity and water level. This is an activity that can be time consuming and labor intensive. To automate 
this process and make it more efficient, we can use a soft computing technique. 
In fact, the following article will be concerned with presenting a soft computing approach for controlling 
temperature, humidity, and water level in swimming pools. The approach uses wired and wireless net-
works to interconnect various devices, including sensors, controllers, and actuators,so as to optimize the 
performance of the pool control system. 
This approach has been tested on a simulated pool, and the results have shown remarkable performance 
without the need for a support operator.  

Introduction 

The first step of this project includes the establishment of 3 networks, 2 of which are wired and 
one wireless. As for the monitoring system, it includes 4 elements: temperature, humidity, water level 
inside the pool, and the number of people entering and leaving the facility. Then a control system for the 
first 2 variables was created using a Fuzzy controller and an actuator. Next, I entered the MBSD to gener-
ate the 4 states in which the pool can be found. Finally, I analyzed the performance of the 3 networks.  

RELATED WORKS 

Pool monitoring is a topic that is covered in many projects. 
The author of [1], for example, analyzed not only water, temperature and humidity levels but also 

chlorine and ph. These elements are connected via a network: the various sensor and actuator nodes are 
connected to the gateway, which in turn connects to a server where all the values it is receiving will be 
saved. To improve security, an application is integrated that receives the data from the server, showing it 
via graphs to the admin who, in case of anomalies, will be promptly notified by notification. The ad-
vantages of this approach can be related to security as it will be greatly improved. 

The author of [2] created a low-cost system based on a wireless network of sensors and actuators. 
The main goal of this system is to save economic and natural resources for its users, contributing to a 
more sustainable environment. 

He has developed an Android application that allows remote monitoring and control of data col-
lected from swimming pools in real time. For this project, a Deep Sleep function was used on the sensor 
nodes, which allowed him to reduce energy spent as it put them in a sleep state when no data collection 
was planned while preserving battery power. 

THE PROPOSED APPROACH 

The scenario of this project involves the implementation of an architecture comprising the control 
center, where the controllers reside, the pool on which our sensors will be installed, the turnstiles that 
record the flow of people in and out by sending the information to the control center, and finally the 
maintenance room that receives the data from the control center and activates the actuators. 

In the following architecture, 3 networks will be used: the first wired of CSMA/CD (Ethernet) 
type, as well as for the second, while for the third a Wireless network of 802.11b (WLAN) type was used. 

It should be pointed out that different control methodologies will be used according to the varia-
bles to be analyzed: the first control methodology used is Fuzzy, which from the levels of temperature and 
humidity generates a power level, taken into account by an algorithm to quantify whether the value of 
these variables should increase or decrease. Then another methodology used takes into account an algo-
rithm that calculates the water to be introduced from the ideal and actual levels. Finally, an additional 
control technique was used within the MBSD to prevent unintended switching on or off of the general sys-
tem or the turnstile system alone. 
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SCENARIO

 
To simulate the three variables-Water Level, Temperature, and Humidity: this block was exploit-

ed to store data, read data, and enter new data. In fact, the Data Store Read was exploited in the sensors to 
simulate reading, and the Data Store Write in the actuators to enter the new level of the 3 variables. 

Let us now analyze the 7 subsystems of which the project is composed. 
3 of these subsystems were used to create 3 networks, exploiting TrueTime blocks: 
the first was used to create the first wired network that interconnects the TT Kernel Turnstiles and 

the TT Kernel Controller Turnstiles; while in the second subsystem it will be used to connect TT Kernel 
SM Controller and the TT Kernel Maintenance Room; In the third subsystem instead, the TT Network 
Wireless was used to create the Third WLAN having 3 nodes, the first one being TT Kernel SensorT/U, 
the second TT Kernel Pool Controller and the third TT Kernel SensorLivA.  

The fourth subsystem was used to contain 2 other subsystems representing the two sensors Sen-
sorT/U and SensorLivA. The first one receives as input the temperature and humidity values, which are to 
be directly read by the kernel, which will create the msg packet. this packet will contain in the .payload 
the two variables and sends msg to node 2 of network 3.  

The second subsystem takes as input the water level, which is directly read by the kernel, which 
will create the msg packet by inserting in the .payload the variable LivWater. finally it sends msg to node 
2 of network 3 that is TT Kernel Pool Controller. 

Let us now go on to analyze the remaining 3 subsystems, which include that of the turnstiles, con-
trol center, and maintenance room. The first consists of another subsystem that generates the number of 
people entering and leaving, which will be read by the kernel.  The Turnstiles kernel in particular will 
create the msg packet by inserting the two variables (InPerson and OutPerson) in the .payload and send 
msg to the control center. 

The second is formed by 3 subsystems, representing the 3 Controllers, and also by a control sys-
tem,formed by the fuzzy and the MatlabFunction. as for the controllers we have the Pool Controller, 
formed by the Pool Controller kernel, which receives the packets from the two sensors and forwards the 
output values,and then generates the response time that will be sent to the workspace; the Turnstiles Con-
troller is formed by the Turnstiles Controller kernel, which receives the packets from the Turnstiles, sums 
the read values to the total number of people and outputs the value of the people inside,the total number 
of people entered and exited and finally the response time, which will be sent to the workspace; the 
SalaM Controller is formed by the SM Controller kernel, which receives the levels of the 3 variables as 
input.These determine the increase or decrease of the 3 variables. Finally, the controller creates the msg 
packet that it will send to the TrueTime Kernel Maintenance Room node.The fuzzy controller, which as 
was mentioned before is part of the control system along with the Matlab Function, based on the tempera-
ture and humidity generates an appropriate power level, trying to get the humidity to a value of about 
60% and the temperature on the 26 degrees. As for the Matlab Function, several thresholds have been set: 
low, medium, high, very high. Each threshold corresponds to an action to be performed. 

the last subsystem is formed by the kernel Maintenance Room that receives the packets sent by 
the ControllerSM; adds the increments to the variables water, temperature and humidity; finally updates 
the variables (it happens only if the system is on since the threshold value intervenes, which if less than 1 
does not allow the update).  
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This chart consists of 3 additional charts executed in parallel. 

The First char deals with the various states in which the plant can be found. we can distinguish 
different states. 

 In state 1 The system is in the "StateOff". in state 2 when the system switch goes to 1 the variable 
pressed goes to 1 and the system goes into the "StateOn", which stays there for 600 seconds, at the end of 
which it will go to the "StateOn". If during that time interval the general system is turned off, it will go to 
"StateOff". in state 3 it is at "StateOnGeneralPlant" and 3 cases can occur: If the turnstiles are turned on, 
it will go to "StateOnGeneral"; If the general plant is turned off, it will go to "StateOff"; otherwise it will 
remain in the current state. in state 4 When it is at "StateOnGeneral" 3 cases can occur: if the turnstiles 
are turned off, it will go to "StateOnGeneral Plant" (see state 3); If the general plant is turned off, it will 
go to "StateOff"; otherwise it will remain in the current state; Second is Third chart are very similar: they 
take care of the control on the power on/off key by making the key pressed and pressedT change value 
only if the switch changing value remains for more than 5 seconds,on or off, to avoid unintended power 
on. 

PERFORMANCE EVALUATION 

In this project, the Response Time and Throughput of various elements were evaluated 
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In these two bar graphs we see the time between the acquisition of the value of the 3 variables in 
the sensors and their reception in the controller pool. As we can see these values are not always equal but 
if we look closely at the second graph we could almost consider the values equal to each other since they 
differ at most by 0.0009 of a second 

   

From these bar graphs we can see that it contains constant values, in fact the Response Time 
Turnstiles, which is the time between capturing people in and out, and receiving and processing these 
values from the Turnstile Controller is always the same. A similar case is the Response Time Room-
Maintenance since the time between sending packets from the Controller and receiving and processing 
these values from the Actuator is always the same. 

 

The Throughput, which would be the number of bytes sent in an interval of time, given the nature 
of the design, is always constant since the various kernels that send the fixed size packets being periodic 
send them at regular intervals. the throughput for Turnstiles is 8 bytes per second since it will send an 8-
byte packet every second, the throughput for T/U Sensor is 20 bytes per second since it sends a 10-byte 
packet every 0.5 seconds; the throughput for LivA Sensor is 16 bytes per second since it sends an 8-byte 
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packet every 0.5 seconds; the throughput for SM Controller is 60 bytes per second since it sends a 30-byte 
packet every 0.5 seconds 

Conclusion 

In conclusion, this project shows us how these systems can help us design and implement com-
plex systems by first starting to study and analyze them on the computer without them being physically 
implemented. 

In the following project we have analyzed some variables such as water level,temperature, humid-
ity and flow of people in and out but in future developments we could expand this project by analyzing 
other variables such as ticket cost as a function of people flow through fuzzy controller, or how the work-
load at the control center would change as the number of pools increases 
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Abstract. An experimental setup has been created that based on a non-contact method for monitoring the 
temperature response of a sample to external thermal and/or electrical influence using a high-speed IR 
temperature sensor. The accuracy and reliability of a quantitative assessment of the magnitude of the 
electrocaloric effect is ensured by corresponding characteristics of the temperature sensor and developed 
measurement techniques based on the principles of the theory of information-measuring systems. The de-
vice provides the detection of thermal radiation from the surface of an object with a diameter of up to 1 
mm in the temperature range of 20-200 ℃ and registration of its changes with a speed of up to 1 ms with 
temperature fluctuations from 0.1 ℃. 
Keywords: Electrocaloric effect, pyroelectric effect, radiation IR-temperature sensor, ferroelectric mate-
rials. 

Introduction 

In recent years, there has been a significant increase in interest in ferroelectric materials that have 
an essential electrocaloric effect (ECE), which manifests itself in a temperature change of a sample under 
the influence of an electric field and is inverse to the pyroelectric effect change in the polarization of a 
material P with a change of its temperature. The surge of interest in ECE materials is due to the prospects 
for their use as cooling systems for microelectronic elements. The progress of microelectronics technolo-
gy in recent years has led to the emergence of crystals with extremely high current densities. However, 
the losses generated by semiconductor crystals during operation lead to an increase in their temperature 
and, as a result, decrease in performance and reliability. There is an empirical relationship according to 
which, when the average operating temperature of a power crystal increases by 20ºC, its service life is 
halved. Therefore, the problem of the heat removal is one of the most important for the further develop-
ment of microelectronics. The expected efficiency of ECE coolers should significantly exceed the cur-
rently widely used Peltier thermoelements, which is due to the fact that the ECE is based on a change of 
the applied field, rather than on the of current flow. Typical ECE values for ferroelectric materials are 
fractions of a degree [1] and significantly depend on temperature and external heat transfer conditions, 
which requires the use of precision methods and means of temperature control. At the same time, methods 
for ECE measuring are not standardized; the vast majority of researchers quantify the ECE indirectly, ne-
glecting a number of influencing physical factors, which leads to a significant scatter of data in available 
scientific literature [ 1-3]. First of all, this is due to the limited measuring capabilities of contact tempera-
ture sensors (inertia, additional mass, self-heating, etc.) and the significant error of existing IR tempera-
ture sensors. 

1. MEASURED QUANTITY 

A quantitative characteristic of the ECE is the change of the sample temperature, δ T, upon appli-
cation/removal of an electric field. However, the difficulties noted above in measuring the sample tem-
perature lead to the fact that most researchers determine this value indirectly through measurements of the 
dependence of the pyroelectric coefficient on the applied field, and Maxwell’s relations, that presuppose 
accurate knowledge of the various characteristics of the ferroelectric material and their field and tempera-
ture dependencies: 

1 1

2 2

( ) 1( ) ( , )
( , ) ( , )ρ ρ

∂
δ = − ⋅ ≅ ρ

ρ ⋅ ∂ ρ∫ ∫


E E

E
E E

T P E TT dE E T dE
C E T T C E T

 

where C p (E, T) is the specific heat capacity; ρ is the density of the sample material; T is the temperature; 
E is the electric field strength; P (E) is the polarization; p (E, T) = dP (E)/ dT – pyroelectric coefficient. 
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Obviously, the most objective data can be obtained using non-contact (radiation) sensors that do 
not introduce methodological errors associated with the presence of additional heat removal from the 
sample, inertia, and the dependence of contact sensor readings on heat transfer conditions. This is espe-
cially important when studying film materials. However, the use of non-contact radiation sensors also has 
its limitations associated with the interpretation of measurement results of the recorded thermal power, its 
functional connection with the true temperature of the sample, with and taking into account external illu-
mination. 

2. BLOCK DIAGRAM OF A PYROMETRIC SENSOR

This paper presents a pyrometric sensor specifically designed for monitoring the temperature of 
small crystals in the SuperNova X-ray diffractometry system. The sensor is made on the basis of an un-
cooled IR photodiode (developed by the A.F. Ioffe Physicotechnical Institute , www.ioffeled) sensitive in 
the region of 4.25±0.25μm. To deliver the thermal radiation from the object, a microstructured cladding 
optical fiber (OF) based on silver halide crystals with a light-conducting core diameter of 750 μm opti-
mized for the IR spectral range of 2-10 μm was used [4]. The experimentally measured value of the opti-
cal transmittance in the region of 4 μm at the length of 1 meter was τ = 0.5. Connectors of the SMA-905 
type are installed, on both sides of the OB cable, protected by a PEEK polymer tube with a diameter of 2 
mm, which allow the matching with the input of the pyrometric sensor and measurement object. The di-
ameter of the light-conducting core is 750 μm with a numerical aperture of NA~0.22, which makes it pos-
sible to collect the thermal radiation from the surface of objects with linear dimensions from ~1 mm de-
pending on the distance ΔL [mm] between the object and the end of the optical fiber: d [mm]≈2•NA•ΔL+ 
0.75. 

The PD switching circuit converts the current generated in it under the influence of radiation into 
a measured voltage signal for the subsequent digitization, transmission to a computer and calculation of 
the absolute temperature of the object in accordance with the Planck’s radiation law. 

To calculate the true temperature of an object, the sensor is accompanied by a calibration charac-
teristic for a reference object (blackbody model), algorithms for the calibration and calibration for a real 
object, as well as methods for calculating the temperature of an object in various measurement modes. 

The block diagram of the pyrometric sensor structurally contains analog and digital parts and is 
shown in Fig. 1. 

Fig. 1. Block diagram of the pyrometric sensor 

The digital part of the pyrometric sensor is made on a microcontroller (MC) ADuC7026. The ana-
log part of the circuit for detecting and amplifying the signal of the pyrometric sensor contains 3 amplifi-
cation stages with gain factors k 1 = 2 e 4 (made on a low-noise op-amp chip of the ADA 4897-1 type, lo-
cated in close vicinity to the PD chip) k 2 = 8.1 and k 3 = 52. Circuit is made between the 2nd and 3rd am-
plifier stages, that allows the introduction of additional bias necessary for further amplification. The total 
amplification of the PD current is 8.425e6, which theoretically makes it possible to meet the requirement 
for the sensor sensitivity (±0.1℃) when measuring temperatures from 20℃ for samples with linear di-
mensions up to 2 mm, losses in the optical circuit of the sensor up to 25 dB, and response speed up to a 
few milliseconds. 
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To ensure the required gain, a bias is provided in the electrical circuit of the pyrometer, that is 
generated by a 12-bit DAC, being a part of the microcontroller (MC) ADuC 7026. The bias allows one to 
adjust the transfer characteristic of the sensor in an on – line mode to match the measured PD signal and 
the range of the ADC input signal, which is illustrated in Fig.2. 

 

Fig. 2. Transfer (calibration) characteristic of a sensor with  
an optical circuit (red dotted line) 

 

Fig. 3. Results of an experiment on recording the ECE in a PMN-PT crystal measuring 3∙3 mm2  
at a temperature of 20-60 ℃ when heated by laser radiation with λ = 0.98 μm. 

The resulting output signal, Uout, is fed to a 12-bit ADC included in the microcontroller. The re-
sponse speed of the pyrometric sensor is ~ 3 ms per count. During this time, the PD signal is measured 
and the data on the value of the output signal and displacement (Uout and Ub) is transferred to the comput-
er for further processing and calculation of the corresponding surface temperature values of the measure-
ment object.  
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3. Experiment

The goal of the research was to study the ECE in PMN-PT crystals near a phase transition in-
duced by an external influence using the thermal radiography method. The peculiarities of the diffracto-
metric experiment related to the protection of the operator from X-ray radiation, the mobility of the goni-
ometer with the sample and the lack of direct visibility of the object make it possible to implement the 
pyrometric methods of temperature measurements only with using fiber optics (OF). High requirements 
for the sensitivity and speed of response for small sizes of the emitting surface in the temperature range 
up to 200 ℃ cannot be met by pyrometers available on the domestic and world markets [5]. 

Th high sensitivity in the temperature range of 20-200 ℃ is obtained due to original algorithms 
for detecting and processing the pyrometric sensor signal, including the ability to adjust the offset in 
'online' mode during the experiment, which allows the use of standard multi-channel interface boards for 
digitization and signal transmission using standard 12–14 bit ADCs with a range of analog input signals 
up to 2.5 V [6,7]. 

As an example, Fig. 3 shows the results of an experiment on recording the ECE in a PMN-PT 
crystal with a size of 3∙3 mm 2 in the temperature range of 20-60 ℃ when heated by laser radiation with λ 
= 0.98 μm. The experimentally confirmed accuracy of temperature measurement in the considered meas-
uring system was 100 mK in the object temperature range of the order of 20℃, 50 mK at 100°C and 10 
mK at temperatures above 200°C at the sensor response speed 10 ms. 

Conclusion 

The presented experimental results and created experimental setup clearly demonstrate the effec-
tiveness of IR radiometry as a fast, reliable and sensitive method of electrocaloric measurements in a wide 
range of changes in the temperature of the sample and the external electric field applied to it [6,7]. 

Th high reliability, stability and reproducibility of measurements are ensured by an algorithm for 
calibrating the temperature sensor to a real object before starting measurements. 

The unique measuring capabilities of the developed sensor are due to the use of modern domestic 
element base in the field of IR photonics: quasi-monochromatic IR photodiode and microstructured clad-
ding fiber based on silver halide crystals optimized for the mid-IR spectral range. 
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Abstract. The article presents a method for calculating the main characteristics of an antenna, which is 
the open end of a waveguide of arbitrary cross-section with a perfectly conductive metal shield covered 
with a homogeneous dielectric layer of α thickness 
Keywords: antenna, waveguide, dielectric, open resonator. 

The article presents a method for calculating the main characteristics of an antenna, which is the 
open end of a waveguide of arbitrary cross-section with a perfectly conductive metal shield covered with 
a homogeneous dielectric layer of α thickness. For a circular waveguide, the radiation pattern coincides 
with the one obtained in the article [1]. In the calculation, we assume that the main mode is excited in the 
waveguide. 

A monochromatic electromagnetic field with a frequency ω is described by Maxwell's system of 
differential equations 

ε 0,+ =
 

 rE E (13) 

div 0,=


E (14) 

0

0

ε rot ,
μ

=
 

H i E (15) 

where 
ε,  0

ε
1,   

< ≤
=  >

r
z d

z d
is the relative permittivity; 0ε  and 0μ  are the absolute permittivities of free space. 

The coordinates x, y, z, and the thickness of the layer d are considered dimensionless, obtained by 
multiplying the corresponding values by the – wave number of free space [2]. The time factor in the ex-

pressions components 0 0 0
2π ω ε μ
λ

= =k  of the electromagnetic field is taken as ( )exp ωj t . 

In equations (1-3) we perform the Fourier transform on x and y 

( )E( , , ) ( , , )
∞

+

−∞

= ∫ ∫
 

x yi xt yt
x yt t z E x y z e dxdy ; ( )H( , , )

∞
+

−∞
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x yi xt yt
x yt t z He dxdy ; 

2
2 2

2
E (ε )E 0,+ − − =




r x y
d t t
dz

(16) 

EE E 0,− − + =z
x x y y

dit it
dz

(17) 

0 0 0
0

0

εH /
μ

E E E

= − −

  



x y z

x y z

x y z
i it it d d (18) 

The notations used here are the 0 0 0,  ,    x y z  orts of the coordinate axes E ,  E ,  E ;x y z H ,  H ,  Hx y z

, the components of the vectors E


and H


. Let's introduce more notations 2 2β ε= − −x yt t  and

2 2
0β 1= − −x yt t . If the root expression is negative, then 0 0β β ,β β= =i i . It follows from (4) that 
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2
2

2
E β E 0,+ =


d
dz

 at 0 ,< ≤z d

2
2
02

E β E 0,+ =


d
dz

 at >z d . 

We will look for a solution to the system (4-6) taking into account the emission condition in the 
→+∞z  form of 

( , ) ( , )

E( , , ) ( , ) cosβ ( , ) sinβ

( , ) ( , )

   
   

= +   
      
   



x x y x x y

x y y x y y x y

z x y z x y

A t t B t t

t t z A t t z B t t z

A t t B t t

 at 0 ,< ≤z d  

( )0

( , )

E( , , ) ( , ) exp β ( )

( , )

 
 

= − − 
  
 



x x y

x y y x y

z x y

C t t

t t z C t t i z d

C t t

 at >z d . 

In this case, equation (4) is satisfied. From (5) weget 

, ,
β β

.
β

+ +
= − = −

+
= −

x x y y x x y y
z z

x x y y
z

t B t B t A t A
A i B i

t C t C
C i

(19) 

From (3, 7) it follows that when 0 < ≤z d

( )
( )
( )
( )

2
0 0

2

2
0 0

2

(ε ) sinβε /μ
H ( , , ) ,

β (ε ) cosβ

(ε ) sinβε /μ
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β (ε ) cosβ
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t t z i
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(20) 

And at the >z d

( )

( )

0
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0
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β
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t t z C t t C t e
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(9) 

From the Continuity Condition [3] of the Tangent Components of the Electric and Magnetic Vec-
tors at =z d  

cosβ sinβ ,
cosβ sinβ ,

+ =

+ =
x x x

y y y

A d B d C
A d B d C
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(10) 
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From the initial assumption we can see that in the opening of the waveguide 

( , ,0) (1 ) ( , ),
( , ,0) (1 ) ( , ),

= +

= +
x x

y y

E x y R F x y
E x y R F x y

 

where xF   and is the components of the yF electric field for the fundamental mode of the waveguide, and 
R is the complex reflectance coefficient. 

 
( , ,0) ( , ) (1 )F ( , ),

( , ,0) ( , ) (1 )F ( , ),

= = +

= = +
x x x y x x y

y y x y y x y

E x y A t t R t t

E x y A t t R t t
 (11) 

where Fx  and Fy are the Fourier transformations of functions xF  and yF  respectively. 
Let us substitute the expressions (10) into the equations (9). The solution of the resulting system, 

solved with respect to xB  and yB , is conveniently written in matrix form. Let's denote 

11 12

21 22
,

 
=  
 

m m
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Where is 
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ββ (ε 1)cos ψsin ψ ((ε )cos 2ψ (ε 1)cos(ψ α) cos(ψ α)).
( ) βsin ψ εβ cos ψ β sin ψ βcos ψ ,

= − + + − − − + α × −

= = −

= − + + − − − + × −

= − −

m i h h

m m i h

m i h h
D h i i

 (12) 

then  
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The following notations are used: ψ β= d , cos ,= αxt h  sin ,= αyt h   0≥h , π α π− ≤ ≤ . From the 
first two equations (10) it follows that 
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 (14) 

where is 
0

.
0
 

=  
 

I
E

I
 

Note that in formulas (12-14) only the Fx  and Fy reflectance coefficient R, which is still uncer-
tain, depends on the geometry of the waveguide. 

To determine the reflectance R we use [4] power continuity at z = 0 

   

* *
0

* *
0

1 ( ) ,
2

1 ( ) ,
2

=−

∞

=+
−∞

−

−

∫∫

∫ ∫

x y y x z
S

x y y x z

E H E H dx dy

E H E H dx dy
 

where S is by opening the waveguide by calculating the integral on the right using the Parseval formula 
through Fourier transforms. 

The integral on the left can be computed directly through the known characteristics of the field 
inside the waveguide. If, for the main mode, the tangent components of the magnetic field are equal 

( , )xG x y to and ( , )yG x y , then according to Parseval's formula: 
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Using (11), (13-15), we get 

( )

0 0* *
2

0
π

* * *
21 22 11 12

π

ε /μ1 (1 )(1 ) (1 )(1 )
2 β( ) ( )8π

1( ) ( ) α (1 )(1 ) .
2

∞

−

+ − = + + ×

 
× + − + = + + 
  

∫

∫ x y x x y y

i hdhR R P R R
h D h

m F m F F m F m F F d R R Q

(16) 

From this equation we get 

1 1; ,
1 1
− −

= = =
+ +

R Q YY R
R P Y

(17) 

where Y  is the internal conductivity of thesystem. 
The integral function in (16) has poles at points 1 2, ... (1,ε)∈nh h h  such that 3( ) 0=h . These points 

are defined only by the coating and are independent of geometry [5]. In the calculation, the integral 
should be understood as a contour integral, in which the contour bypasses the poles along the lower half-
plane. 

If φ  and θ  are the spherical coordinates of the observation point, then the radiation pattern can be 
calculated using the pass method, using formulas (7) and (14) 

2

2

sin φ cosφcosθ(φ,θ) .
2π sinθ cosφcosθ sin φcosθ

⊥

− +
Φ =

− −


x y

z x y

C C
E R

C C C
 (18) 

In formula (18), the arguments of the functions ( ,α),  ( ,α),  ( ,α)x y zC h C h C h  will be respectively 
sinθ,  α φ= =h . 

Formulas (17) and (18) were used to perform numerical calculations for rectangular and circular 
waveguides. 
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Cyclic Loads in Additive Manufacturing 

Prototyping is an integral part of almost any job. New technologies and materials make it possible 
to create new products and open up new markets. New production and information technologies are also 
significantly transforming our sustainable industrial world of work. Production management tasks have 
become more diverse and complex, which cannot be completed without a full-scale simulation of all pro-
duction systems.  

Different types of equipment are used in mechanical engineering to transmit movements. One of 
the most well-known types is the gear drive, in which the teeth of a pair of gears are locked in shape and 
thus transmit the rotational motion of the drive gear with a certain gear ratio to the second gear. Gears are 
among the most important elements of a machine and are used in a variety of devices that are used by 
most people on a daily basis. They connect drive lines to output shafts and adjust rotational speeds and 
torques, they are available in a wide variety of designs for a wide range of applications, for uniform or 
uneven ratios. The properties according to which suitable gear pairs are selected are extensive: noise and 
temperature rise, efficiency, self-locking, load-bearing capacity, center distance tolerance, wear and much 
more. 

Selecting and designing a suitable gear pair or an entire gearbox is an elementary task in many 
R&D projects. In a professional environment with specialized engineers, this task is part of the daily rou-
tine and is carried out with the help of sophisticated software systems that are adapted to users with in-
depth knowledge, high professional competence and sufficient experience. However, if a small team or a 
person with little or no experience wanted to build a simple gear drive concept in the form of a functional 
model, for example, this task can be complex and time-consuming. 

Designs usually only provide space for standard gears to be mounted on shafts. The necessary 
gears are purchased and installed. If you have access to AM technology to produce a functional model or 
prototype, instead of using purchased gears, it is also possible to manufacture them directly with other 
necessary components. In order to take full advantage of AM's potential, gears can also be manufactured 
mounted directly on the shaft. In addition to the structural design, however, three-dimensional gear mod-
els must also be calculated [1,2]. 

Gears are the functional elements of gear drives. They are used to form rotational motions and 
torques and transmit them in shape and without slipping. The individual teeth of the gear are locked and 
transmit the rotational motion of the corresponding gear (pinion) to the second gear. Due to the shape 
conformity (usually uniform), the ratio is independent of the torque transmitted. Central to the subcon-
tracting of the mechanism is the shape of the tooth,  on which a large number of gear pair properties de-
pend. Depending on the shape, the teeth are synchronized at a point or on a line and thus have a low or 
high load-bearing capacity, roll or slide with each other and thus have different levels of wear and differ-
ent noise and temperature changes. In practice, the involute lock is most often used, also because of the 
ease of manufacture. Therefore, a distinction is made between involute and non-involutional gears. Non-
involutional gears are used in mechanical engineering, where their individual properties are advantageous 
and justify the high cost of gear plastering Fig. 1. 

Gears are functional elements of gear drives. They are used to form rotational motions and tor-
ques, and transmit them in shape and without slipping. The individual teeth of the gear are locked and 
transmit the rotational motion of the corresponding gear(s) to the second gear. Due to the shape conformi-
ty (usually uniform), the ratio is independent of the torque transmitted. The shape of the tooth is of central 
importance in the subcontracting of the mechanism, on which a large number of properties of the gear 
pair depend. Depending on the shape, the teeth are synchronized at a point or on a line and thus have a 
low or high load-bearing capacity, roll or slide with each other and thus have different levels of wear and 
different noise and temperature changes. In practice, the involute lock is most often used, also because of 
the ease of manufacture. Therefore, a distinction is made between involute and non-involutional gears. 
Non-involutional gears are used in mechanical engineering, where their individual properties are advanta-
geous and justify the high cost of gear plastering [4,5].  
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Fig. 1. Computer-aided design concept for gear drives 

The quasi-standard for the transmission of 3D models in additive manufacturing is the STL for-
mat, which was introduced in 1988 by 3D-Systems (Rock Hill, SC, USA) for their stereolithography sys-
tems, hence the abbreviation STL for STereoLithography Fig. 2. 

 

Fig. 2. Example of CAD application:  
a) demonstration status, b) computational surface models, c) sintered functional model 

Computer-aided design of gear stages for additive manufacturing investigates what gear geometry 
can be obtained using the AM process. Due to the limited resolution (diameter of the laser focus, layer 
height), it may happen that dimensions that are too small cannot be manufactured as desired. For straight 
and cloth gears, the workmanship of the SLS system type Formiga P100 (EOS GmbH, Krailling, Germa-
ny) is checked below with the PA2200. 

The STL file describes three-dimensional solids with triangular planes. Each triangular surface 
(facet) is described by three vertices and a unit normal vector. The order of the vertices, as shown on de-
termines the orientation of the normal vector using the right-hand rule. The order of the vertices is chosen 
so that the normal vector points outward from the surface of the body. This information is defined indi-
vidually in the STL file for each surface of the triangle. STL files can be saved in ASCII or binary format. 

In ASCII format, an STL file always starts with the solid keyword followed by the name of the 
object. Subsequently, for each triangular surface, the coordinates of the standard vector (faceted normal) 
and vertices are specified in the appropriate order (outer loop). The end of the STL file is denoted by the 
endsolid keyword and the name of the object. 

In binary format, this information is stored in a more compact way. The 80-byte header (which 
should not start with the solid keyword) is followed by the total number of triangular planes. This is fol-
lowed by the coordinates of the normal vector and the three vertices for each triangle. At the end, there is 
a positive number of 2 bytes (the byte count attribute), which currently has no particular value and is 
therefore set to zero by default. 

Formula for calculation of modulus m, mm, for given input data at pitch circle diameter, 
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The values of the modules are regulated by GOST 9563-60. By changing the number of teeth 
The gears Z1 (17, 18...) and the center distance aw are determined by the modulus m of the stand-

ard series, since the gear ratio i is known. At the same time, it should be taken into account that the more 
teeth the gear has, the smoother the gear stroke, but at the same time, the resistance of the teeth when 
bending will be weakened.  

The initial (initial) width of the toothed rings (in millimeters) is specified as 

1 (m 2) h
2

= + −B aB d , 

where h = 2.25m is the height of the tooth. 

Conclusion 

For additive manufacturing of gears with SLS, two rough sizes have been identified with the 
thickness of the tooth head in the forehead section and the width of the buckle on the base circle in the 
normal mean value, with which it can be verified depending on the manufacturing tolerances or boundary 
conditions of the relevant process, whether the desired gear geometry lying in the installation space can 
be obtained,  So that the rotational motion can be reliably transmitted with the tooth. The definable limit 
values for the SLS system of the Formiga P100 are s ta,min ~ 0.4 mm for the thickness of the tooth head 
and e nb,min " 0.35 mm. 

Due to the process, the achievable quality of the SLS gear is affected by various factors, such as 
the .dem gear ratio of the used and new powder, the thermal preload of the powder used, or the position 
and orientation of the gear in the installation space. In this context, the influence of grain size on the sur-
face roughness and melting of the surface layer of the surrounding powder should be emphasized, result-
ing in dimensional variations. Without special post-processing – apart from shot blasting of gears – gears 
with gear quality in the range of 12 or lower can be manufactured on the Formiga P100 with PA2200, 
which according to DIN 3961 can only be used in gearboxes with low requirements. It can be assumed 
that the deviations, which depend in particular on the size of the powder grains, are more important for 
smaller gears than for coarse gears. It seems, therefore, expedient to make a special study of gears of var-
ious coarseness with regard to the attainable qualities of gears in the future. If necessary, the impact of 
different post-processing methods on gear quality should also be investigated. [7]. 

In addition to surface quality, another process-related property of SLS and other AM processes is 
that sharp edges or notches cannot be obtained. In order to address the resulting stresses at the base of the 
tooth in the simulation without tooth rounding presented in this paper, an estimate was presented that es-
tablishes a correlation between the production curvature at the notch as a function of the grain size of the 
powdered starting material. In order to make more accurate predictions of the resulting notch stresses, the 
radii on the notches at different angles should be measured using suitable methods in the future. 
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Abstract. One of the earliest signs of fire is thermal convective flow, which appears already at the smol-
dering stage, before the flames appear. Registration of heat flow is a way to quickly and effectively fight a 
fire. This paper presents a laser fire detection system using computer algorithms of laser beam profile 
processing. 
Keywords: fire detector, thermal convective flow, laser beam, fire, correlation function, integral-
difference function. 

Introduction 

The majority of the fire detector market is occupied by heat and smoke detectors. Smoke detec-
tors work on the principle of light scattering [1]. Such systems are triggered when a certain threshold con-
centration of particles is reached, in addition, dust and dirt can accumulate inside the device, which leads 
to false alarms. Heat detectors are triggered when the temperature rises rapidly or when a set threshold is 
reached [2]. For both types of detectors, the main disadvantages are a high threshold when there is an ac-
tive combustion process and false alarms. 

The use of laser technologies for fire detection has great prospects [3-5]. Thermal convective flow 
(TCF) is one of the early signs of the onset of fire. Its appearance leads to a random change in the refrac-
tive index, and the spatial characteristics of the laser beam will also change in such a space. 

1. STRUCTURAL DIAGRAM AND TECHNICAL IMPLEMENTATION OF THERMAL CON-
VECTIVE FLOW DETECTION SYSTEM 

It is possible to detect TCF by means of laser radiation, for this purpose a structural scheme of the 
system is proposed, the principle of operation of which consists in the formation of a laser beam of large 
size (a few centimeters) and the subsequent registration of the spatial characteristics of the laser beam 
(intensity profile distribution). The structural scheme is shown in Fig. 1. 

The principle of operation of the circuit is as follows. The laser (1), beam expander (2) and line-
ar–CCD (3) are located on the same optical axis. The optical beam from the laser (1) passes through the 
beam expander (2) and enters the linear–CCD (3). The beam diameter at the output of the beam expander 
is matched to the size of the linear–CCD. The distance between the beam expander (2) and the linear-
CCD (3) can be varied, during the experiment it was 50 cm. From the output of the linear-CCD (3) the 
counting values of the beam intensity profile distribution are formed, which are supplied to the PC (5). It 
should be noted that in order to reduce power consumption of the system, the laser (1) can operate in 
pulse mode with matching of time samples of registration by the linear-CCD (3). The control unit (4*) 
will be responsible for harmonization of the operation mode. 

1 4*
5

2

3

6

Fig. 1. Block diagram of the TCF detection system:  
1 – laser; 2 – beam expander; 3 – linear–CCD; 4* – registration block;  
5 – PC with pre-installed software for beam profile processing; 6 – TCF 
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To study the dynamics of TCF interaction with the laser beam, a laboratory layout was developed 
based on the structural scheme (Fig. 2). The laboratory layout used a laser module KLM-D650-16-5 (1) 
with a wavelength of 650 nm and a power of 16 mW, a tunable beam expander – GBE10-B from 
"THORLABS" (2) and a linear-CCD SL-TCD-VI (3) from "Avesta". 

 

 

Fig. 2. A system for recording the spatial characteristics of optical beams:  
1 – diode laser; 2 – beam expander; 3 – linear–CCD; 4 – PC 

The PC was equipped with software that allows mathematical processing of the recorded data. 
The in-house developed software allows changing the parameters of linear-CCD operation. The software 
records the beam intensity profile distribution as an unformatted text RAW-file for further computer pro-
cessing. 

To confirm the effectiveness and operability of the proposed scheme for registering the TCF ap-
pearance, experimental studies were carried out as follows:  

1. Simulation of the normal operation mode of the system. Samples of the beam intensity profile 
distribution were recorded for 20 seconds at 1 second intervals. The accumulation time of each sample 
was 10 µs. The sample registration interval was chosen heuristically based on the convenience of the ex-
periment and peculiarities of the software operation. 

2. TCF formation. In this series, fluctuations of the beam intensity profile distribution were regis-
tered. A candle flame was used as a TCF source. As a result, samples were recorded for 20 seconds.  

As a result of the experiment, a RAW file containing 40 columns (20 for the normal mode, 20 for 
the TCF simulation case) with data on the beam intensity distribution profile was generated. 

2. COMPUTER PROCESSING AND INTERPRETATION  
OF THE OBTAINED DATA 

Two approaches were used for computer processing of the obtained data: correlation and integral-
difference. 

In normal operation mode, the value of the correlation function will remain maximum. Appear-
ance of TCF leads to fluctuations, so there is a decrease in the value of the maximum of the correlation 
function. 

Mathematical processing of the obtained data consisted in the formation of the dynamic maxi-
mum of the mutual correlation function of the discrete signal W(nT), which can be represented in the 
form: 
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where T is the sampling registration interval (1 second), X(nT), X([n-1]T) – samples of beam intensity 
profile distributions registered in neighboring intervals T. 

Also, the integral-difference function reflecting the peak-to-peak difference of the recorded dis-
tributions of beam profile intensities can be used to process the obtained results. In mathematical form, 
the proposed integral-difference function for discrete samples of beam profile intensity distributions can 
be represented as: 

( ) ( ) ( ) [ ]( )
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1 .
= =
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L L

i i i
i i

R nT X nT X nT X n T .  (2) 

A programme has been implemented in MatLab environment, which processes the received data 
from RAW-file in two considered ways. A fragment of the programme code is shown in Fig. 3. 

Fig. 3. Program code fragment for processing data on beam intensity distribution 

The results of processing by correlation and integral-difference method are shown in Fig. 4 a and 
b, respectively. 

The presented graphs clearly show that both considered methods of data processing allow regis-
tering the appearance of TCF. When a TCF is created between the beam expander and the linear-CCD 
(starting at 20 seconds), the value of the target function changes dramatically (decreases in the case of the 
correlation method, increases in the case of the integral-difference method). In the case of the integral-
difference method of processing, the target function increases at least 3.5 times, so this method is more 
preferable. 
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Fig. 4. Results of processing the laser beam intensity profile distribution by correlation (a)  
and integral-difference (b) methods 

Conclusion 

The results obtained from experiments and computer modelling show that the method of detecting 
fires by recording the appearance of thermal convective flow by changes in the distribution of the laser 
beam intensity profile is promising and effective. The proposed processing methods, correlation and inte-
gral-difference, have demonstrated their effectiveness for recording fluctuations in the beam intensity pro-
file distribution. 

In the future it is planned to develop more sophisticated processing algorithms to minimize false 
alarms due to the presence of natural convective flows in the monitored object.  
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Abstract. The use of machine learning in pathognomy is being investigated to test the hypothesis about 
the influence of classical music education on a person's face. A sample of images of the faces of sympho-
ny orchestra musicians and people without musical education was collected, which is used to solve the 
binary classification problem. The quality of the sample is analyzed using dimensionality reduction algo-
rithms. The pre-trained VGGFace aтв FaceNet model is used to obtain embeddings. The values of the 
quality metrics in the test sample allow us to state with some degree of confidence that it is possible to 
determine whether a person is a musician of a symphony orchestra based on the image of his or her face. 
Keywords: classification; image recognition; VGGFace; FaceNet, support vector machine; principal 
component method; tSNE 

Introduction 

Modern facial recognition technologies can serve as an effective identity management tool for 
law enforcement agencies and businesses and this can facilitate the personalization of services such as 
advertising, customer service or restaurant menus, or even personalize products such as games[1]. Using 
machine learning algorithms, you can extract such information from a photo of a face, such as the pres-
ence of mental disorders [2] (including the presence of schizophrenia [3] or bipolar affective disorder 
[4]), political preferences [5]. There are questions about the ethics of extracting personal information 
from photographs of people's faces.  

The determination of personal characteristics, such as sexual orientation and political preferences, 
using physiognomy is questionable, as this is an unconfirmed science. However, the definition of emo-
tions based on pathognomy can be considered as a more scientific task [6]. Pathognomy is based on the 
reflection of emotions on the face, traces of experiences, lifestyle and other biological processes. Unlike 
classical physiognomy, which involves determining character traits and behavior based on the shape of a 
face without scientific justification and biological interpretation, pathognomy allows you to draw conclu-
sions based on biological processes. 

In this paper is being tested the hypothesis that musical education and the profession of a sym-
phony orchestra musician leave a biological mark on a human face. From the point of view of the authors 
of this article, the task of determining a person's profession by photographing his or her face belongs to 
the task of pathognomy and, therefore, should not lead to the question of "pseudoscience". 

The profession of a symphony orchestra musician was chosen specifically for this study, not only 
because it is very difficult to present any accusations of racism based on lack or availability of musical 
education, but also because photographs of musicians are in the public domain and they are quite easy to 
collect. 

Model 

The 224x224 pixel image is sent to the input of the pre-trained VGGFace network [7]. This neural 
network was trained by the authors of the publication on a closed dataset and demonstrates an accuracy of 
97.27% in the task for the task of identifying a person from a photo of a face on the dataset "Labeled Fac-
es In The Wild" [8]. The weights of the pre-trained model are available on the Internet. Next, the image is 
transformed into a vector of dimension 2622, called embedding, containing informative features. After 
that, the dimension of the vector is reduced to 128 using the principal component method [9]. 128 com-
ponents describe 86.5% of the variance. It follows from this that with a decrease in the embedding dimen-
sion, a significant part of the information is preserved, which allows reducing the dimension of the vector. 
Next, embedding is transferred to the classifier implemented by the support vector machine [10]. The fi-
nal pipeline is shown in Fig. 1. 

189

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS



 

Fig. 1. A model for binary image classification using a VGGFace embedding support vector ma-
chine 

Dataset 

For training and testing of the classifier, photographs corresponding to the classes "Musician" and 
"Non-musician" were collected. For the "Musician" class, images of employees from the symphony or-
chestras website were taken from the Internet; for the "Non-musician" class, images from the datasets 
"Labeled Faces In The Wild" [8], CelebA[11], flckr-faces[12] were taken. Photos of teachers of higher 
educational institutions were also taken. There are 1318 images in the final version of the dataset. Exam-
ples of images from the dataset are shown in Figures 2.a, 2.b. 

 

 

а)     b) 

Fig. 2. Examples of images in the collected dataset: a) musicians; b) non-musicians. 

Classifier training 

 Grid search was used to select the optimal value of the classifier hyperparameter based on the 
support vector machine. The optimal value of the regularization hyperparameter found by this method is 
5. The radial basis function (RBF) was used as the core function. Since the data set is balanced, the 
accuracy metric was used to evaluate the quality of classifier training. Based on the results of training the 
classifier, the following values of quality metrics were obtained on a test sample of 200 images: accuracy 
0.70, F1-score 0.734 ROC AUC score 0.699. The error matrix for the test sample is shown in table I. 

Table 2  

Error Matrix For A Test Sample Of 200 Images  

 Predicted Class 
Not musician Musician 

Not musician 53 47 
Musician 17 83 
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Experiment with FaceNet 

This experiment was also conducted on embeddings obtained using the FaceNet neural network 
[13]. The length of FaceNet embeddings is 512 

The optimal value of the regularization hyperparameter found by this method is 9. 
 Based on the results of training the classifier, the following values of quality metrics were 

obtained on a test sample of 200 images: accuracy 0.70, F1-score 0.734 ROC AUC score 0.699. The error 
matrix for the test sample is shown in table II. 

Table 2 

Error Matrix For A Test Sample Of 200 Images 

Predicted class 
Not musician Musician 

Not musician 55 45 
Musician 17 83 

Analysis of the collected dataset 

To verify that the built classifier has really learned to distinguish the faces of symphony orchestra 
musicians from people who are not related to the performance of symphonic music, an in-depth analysis 
of the collected data set (training sample) was carried out. 

An attempt was made to visualize the dataset by converting embeddings into two-dimensional 
vectors. To reduce the number of informative features, dimensionality reduction algorithms were used: 
the principal component method (PCA) [9] and the t-SNE algorithm [14]. Both approaches were imple-
mented using the standard tools of the sklearn library of the Python programming language. 

From Fig. 3.and it can be concluded that the two classes are not linearly separable in the feature 
space of the two main components, however, there is a pronounced cluster of images corresponding to the 
"Musician" class. The first two components describe 15.7% and 7.1% of the variance of the data, respec-
tively, which in total gives less than 22.8% of the explained variance. 

Visualization of the dataset using t-SNE in Fig. 3.b does not show any explicit clusters. A poten-
tially possible interpretation may be that either the embeddings generated using VGGFace are a set of 
random numbers and do not make any sense, or the data set is quite wide, diverse and both classes are 
well represented. From the point of view of the authors of this work, the latter is more likely, since imag-
es from various sources were taken when collecting data. 

a)      b) 

Fig. 3. Visualization of image embeddings: a) The principal component method; b) the tSNE method 

Discussion 

The metrics obtained by training the classifier on embeddings obtained through FaceNet and 
VGGFace can be considered identical. It follows from this that in order to improve the quality of the pipe-
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line, it is necessary to conduct experiments with other models that will be used to extract the feature vec-
tor from photographs. 

Conclusion 

Using machine learning algorithms, a classifier was built that allows you to determine with 70% 
accuracy from one photo of a face whether a person's profession is performing as part of a symphony or-
chestra. Despite the presence of small biases in the training sample, the classifier based on the support 
vector machine was able to find differences between photographs of symphony orchestra musicians and 
photographs of "non-musicians". This study shows that there are features in the images of faces that are 
invisible to the human eye, which can easily be found by machine learning algorithms. 

The results obtained indicate that facial recognition technologies pose a real threat to privacy, 
since in some cases a person's profession can be determined by a photo of his or her face without prior 
consent to that. This research can have practical application in the field of marketing for the formation of 
personal recommendations (advertising) of goods and services, for example, in shops, shopping malls, 
etc., by processing images of visitors' faces obtained from existing video surveillance cameras. 
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Abstract. The project consists in the creation of a MATLAB/Simulink model, using TrueTime  as well, that 
simulates devices in a smart greenhouse, interconnected by cabled and wireless connections. Simulated 
devices include: soil humidity, air humidity and temperature sensors, a controller which analyzes sensors 
data using fuzzy logic, an actuator which intervenes on the values with soft computing techniques and a 
gateway which handles the communication between devices. The performance metrics evaluated are re-
sponse time, reaction time and throughput, plus other metrics derived from them. 

Introduction 

The project implements a smart greenhouse that works with a net of sensors, controllers and 
actuator to optimize the management of agricultural resources. It was developed using 
MATLAB/Simulink and the TrueTime library, used to simulate control systems in real time. The paper is 
divided in sections that deal the approach and the architecture of the project, the smart greenhouse 
simulated scenario, results of system performance evaluation and conclusions. 

RELATED WORKS 

The paper highlights the fundamental role that advanced technologies are playing in the evolution 
of contemporary agriculture, pushing it towards innovative paradigms like smart and sustainable 
agriculture. Emerges the magnitude and the urgency to embrace innovative solutions that integrate in a 
synergistic way artificial intelligence, advanced connectivity and real time simulation to develop 
efficiency and promote environmental sustainability of agricultural practices. This approach not only tries 
to optimize production processes, but also to mitigate negative impacts on the environment, paving the 
way to a new era of agriculture, more aware and responsible. 

THE PROPOSED APPROACH 

The project implements two types of connection: wireless, with the IEEE 802.15.4 ZigBee 
standard, and cabled, with the CSMA/CD protocol. 

In networks 1 and 2, composed respectively by sensors for reading data and by the controller of 
power management, communication is mainly wireless, while in network 3, where the actuator that 
modifies and updates input data is located, communication is exclusively cabled. 

The three networks have as a common centre the gateway, which in each of them is  node number 
4. The networks are composed in the following way:

1. Sensors network:
1.1 Temperature sensor: Measures temperature in a range from 10 to 45 °C, consumes 10 mW/h

of power, and carries a battery of 10.000 mA. 
1.2 Air humidity sensor: Measures air humidity in a range from 30% to 90%, consumes 10 

mW/h of power, and carries a battery of 10.000 mA. 
1.3 Soil humidity sensor: Measures soil humidity in a range from 30% to 90%, consumes 10 

mW/h of power, and carries a battery of 10.000 mA. 
1.4 Power generator: wired connection. It inputs a current value (a sine wave with an amplitude 

of 0.05A) and a voltage value (a sine wave with an amplitude of 18 V and a phase displacement of π/2), it 
outputs a power calculated as the product of voltage and current, which will be transmitted to every 
sensor of the network. 

2. Controller network:
2.1 Controller: Its purpose is to output a power, depending on the value of temperature and on a

value computed by a fuzzy controller from the two humidities. It carries a 50.000 mA battery and 
consumes 0,04 W/h of power. 

3. Actuator network:
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3.1 Actuator: Its purpose is to modify, depending on the value of power received, input values to 
bring them more or less to nominal values. Depending on the value of power it sets an irrigation flag, and 
with soft computing techniques it achieves automatic irrigation. There’s another value, which could be set 
in case of extreme values, that activates an alarm, bringing irrigation to level 5. 

4. Network centre: 
4.1 Gateway: We used a common centre to transmit data to achieve a simpler communication, 

making the system more fluid and efficient.  

SCENARIO 

The implemented scenario is the following: 

 

As it can be seen, the sensors network starts with a power generator attached to the sensors, which 
send data read to the gateway, which will forward it to the controller, that starting from the data received 
will choose a value of power and will send it to the gateway. Lastly, the gateway forwards the entire data 
packet to the actuator which will apply the desired changes. 

In detail, the functioning of the system can be divided in 4 levels: 
 
Level 1 – Sensors 
Wireless sensors take as an input random values generated by an Uniform Random Number 

object. Being wireless, each one of them has a battery, with some starting energy that will be consumed 
over time. Each sensor has a TrueTime Kernel that chooses the power consumption and creates a Mail-
Box named “power_signal” to receive a power value from the generator. The power generator is 
connected to sensors via cable; it takes a voltage and a current as an input and multiplying them it 
calculates the amount of power to send to each sensor in the network. 

Every sensor implements via a subsystem power management, subtracting it from the power 
taken as an input from the sensor battery. This power management is implemented using a fuzzy control-
ler, which takes as an input the power sent by the kernel and the one sent by the power generator, so as to 
make an estimate. This estimated power will go through a MATLAB function, that, depending on the 
value, will output a new power subjected to amplification given by impulses of extremely short duration, 
in order to never overcome a value of 0.09, which is the maximum value that can be subtracted. This is 
done to achieve a longer lasting battery. 

Each sensor executes a periodic task, during  which it receives a message containing the data 
read. After that the sensor takes the received message, sets the type as his own specific type, takes note of 
the time (to calculate reaction time) and sends the entire packet of data to the gateway. 

 
Level 2 – Gateway 
The gateway is connected to every network, and has the only job of forwarding data in order to 

facilitate communication between the various components of the system. 
It creates 4 MailBoxes to enter data, one for every sensor and one relative to power management 

of the controller. 
It executes two separate tasks: the first function of the gateway is to read data sent by the sensors, 

to verify how many packets have been sent from each sensor in certain time intervals and to forward to 
the controller the entire data packet. The second function of the gateway is to receive the data packet from 
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the controller along with the chooses power and to forward everything to the actuator. It too will verify 
how many packets it received. 

Level 3 – Controller 
The controller’s purpose is to take data sent by the gateway and use them to select a suitable 

power in real time. 
It retrieves data sent by the gateway and with two fuzzy controllers in series it chooses the power 

to forward to the gateway. 

Level 4 – Actuator 
The actuator is an Ethernet component utilizing the CSMA/CD protocol. Receives data forwarded 

by the gateway and with a MATLAB function, based on the power received as an input, modifies the 
values to bring them to nominal levels. The editing happens subtracting from the input value the power 
received multiplied by some constants. Another job of the actuator is to handle automatic irrigation. The 
irrigation flag is set up by the actuator using soft computing techniques inside a state chart, that uses it to 
update the irrigation level. Inside the state chart there are two systems working in parallel: the first one 
handles the irrigation increasing, decreasing or maintaining still the irrigation level, the second one in-
forms the user, in case of error, when the system tries to rise above the maximum value or to go below the 
minimum value, lighting up a lamp bringing the irrigation value to 5. 

PERFORMANCE EVALUATION 

Three separate simulations of the model were performed, with a duration of 600 seconds each, 
modifying appropriately the random value generators seed in every simulation. The results of each per-
formance metric measured coincide in each of the three simulations. 

Below are the results of each performance metric: 
● Nominal capacity
In the context of this project and this ideal simulation, the nominal capacity, or bandwidth, coin-

cides with the throughput. 
● Usable capacity
What was said for the nominal capacity also applies, in this ideal simulation, for the usable capac-

ity. 
● Efficiency
The efficiency, or the ratio between nominal capacity and usable capacity, in this ideal simula-

tion, is 1 to 1. 
● Response time
The response time was measured using the TrueTime function ttCreateLog. Below are the results

for each task: 
❖ Air humidity sensor: constant at 0,05 seconds
❖ Soil humidity sensor: constant at 0,05 seconds
❖ Temperature sensor: constant at 0,05 seconds
❖ Gateway

:

❖ Gateway2: constant at 0,03 seconds
❖ Controller:
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❖ Actuator: 

 

 
●  Sensors reaction time 
The reaction time of the three sensors, measured as the difference between the moment in which 

the controller starts executing a request and the moment in which the sensor sends it, appears to be peri-
odic for the entire duration of the simulation. The amplitudes in seconds are different for each sensor, but 
each is constant over time. 

 
•  Stretch factor 

 
In the simulations of this project there is no deterioration in performance, as the reaction time is 

periodic and is not subject to loads of different magnitudes. 
 
● Gateway throughput 

  

The number of packets received and sent by the gateway was measured, printing a message on the 
console for each of them, during three 5 seconds intervals at the beginning, middle, and end of the simula-
tion. The results in the three intervals are identical, so the throughput is constant. All packets are 10 bytes 
in size. 
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In the interval of 5 seconds the gateway receives 5 packets from each sensor and 45 packets from 
the controller, the input throughput is therefore 120 bytes/sec. In the same interval it sends 15 packets to 
the controller and 45 to the actuator, so the output throughput is still 120 bytes/sec. 

VI. ConclusionS

The project is a simulation of a smart greenhouse implemented using MATLAB/Simulink and 
TrueTime, integrating cabled and wireless networks with control algorithms based on fuzzy logic e soft 
computing. The system proves its stability and consistency in the simulations, with consistent results in 
diverse conditions. Performance metrics show an efficient and reactive behavior. The model could be 
improved incorporating more ambientalo parameters, integrating data from sensors in a real greenhouse 
to achieve an higher precision. This work provides a solid base for further studies in the field of computer 
networks, offering a flexible model for optimized management of smart greenhouses, with a focus on 
performance evaluation. 
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Abstract. The work defines the concepts of “value innovation” and “customer value”. Based on the anal-
ysis of user search queries, news publications, the number of patent applications, research publications, 
the number of new vacancies in the labor market and the volume of investments in innovation, the main 
technological trends that exist today and value innovations related to them were identified. Methods for 
creating consumer value are considered and the problem of contradictions in creating value for the com-
pany and the consumer is identified. 

 
The concept of consumer value of innovation is formed on the basis of key trends formed through 

the development of modern technologies, depending on the need to improve the quality of life not only of 
the population, but also the production needs of leading enterprises in a particular region. 

Consumer value is understood as a set of main advantages of an innovation that satisfy the de-
mands and needs of consumers in various consumption segments. Basic consumer values will be consid-
ered within the framework of the organization of large-scale production and the requirements for the for-
mation of a favorable and efficient production environment, as well as for the sale of manufactured prod-
ucts. 

New technologies and products are required to improve the quality of organizational production 
processes and solve specific problems, and obtain new opportunities and advantages. 

A trend is understood as the direction of development of the most popular areas of life, supported 
by objective research and statistical data on the demand for solving problems in a certain area. 

The formation of technological trends occurs on the basis of an analysis of the country’s econom-
ic processes. The formation of a trend is usually associated with certain fundamental and technical factors 
that affect supply and demand in the market. Trends are documented in the form of government docu-
ments, such as forecasts, development strategies, and not only government regulation of development di-
rections, but also reports of large companies and international financial institutions have a significant in-
fluence. These research-based documents are highly reliable and comparable. And today, this list can also 
include influential bloggers who set directions for the mass use of innovations within their audience [1;2]. 

The main factors influencing the identification of the leading and most significant trends are: 
1. Research and development; 
2. World market needs; 
3. Investments and financing; 
4. Regulatory policies; 
5. Globalization and international competition; 
6. Social, environmental and geopolitical problems. 
Instrumentally, the presence of any trend is proven by numerical confirmation of the main charac-

teristics: 
- Tilt angle; 
The trend slope angle refers to the difference between the trend line and the horizontal line from 

which it is drawn. The larger the angle, the stronger the trend. 
- Time scale; 
The longer a trend remains relevant, the stronger and more significant it is. It is believed that if a 

trend line is 5 years long, then it is more stable than an annual one. 
- Duration; 
The duration confirms the reliability of the trend. 
- Number of touches. 
The more times the point touches the trend line, the more stable this trend is considered. 
Today, about 10 of the most relevant and popular trends in technology development related to 

widespread digitalization and automation of production processes are being considered [3]: 
1. Use of applied artificial intelligence; 
- Economic benefit from 17 to 26 trillion dollars; 
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- The number of organizations using artificial intelligence has grown from 20% in 2017 to 50% in
2022; 

- Reducing investment from $146 billion to $106 billion.
2. Introduction of machine learning;
- The volume of investment in 2021 is 4.7 billion dollars, in 2022 – 3.4 billion dollars;
- 85% of organizations are budgeting for expanding machine learning;
- High percentage of interaction between technology platforms and organizations;
- The number of vacancies in the labor market increased by 23% from 2021 to 2022.
3. Generative artificial intelligence;
- Growth of venture investments by 425% since 2018;
- Widespread use of GPT-4;
- About 10 billion investments in OpenAI;
- 80% of research in the field of artificial intelligence relates to generative models.
4. Development of low-code platforms;
- By 2026, 80% of personnel without programming skills will not work in IT organizations;
- Creation of GitHub CoPilot.
5. Security design based on the inherent vulnerability of the company's systems;
- The volume of investments in 2022 is $47 billion;
- Increase in the number of security-related vacancies by 16% from 2021 to 2022;
6. Web3 concept;
- The number of downloads of Ethereum tools is actively increasing;
- The trend is confirmed by the desire to regulate the cryptocurrency market;
- Zero-knowledge systems.
7. Development of fiber optic networks;
- The volume of investments in 2022 is $118 billion;
- The number of vacancies in the labor market has increased by 7% over the past year;
- Increasing the number of organizations working in the field of fiber optic connections;
8. Cloud and edge computing;
- More than 400 cases of edge computing in various industries, and over the next five years this

trend is expected to grow double-digit worldwide; 
- Volume of capital investments in 2022: $84 billion;
- The number of vacancies increased by 12% from 2021 to 2022 as part of the trend;
- Since 2020, the need for development engineers has increased by 2.5 times, and other positions

have also demonstrated multiple growth. 
9. Quantum technologies;
- Creation of devices based on quantum technologies (for example, Google IBM)
- The volume of investments in 2022 is about $2 billion;
- Increase in the number of vacancies on the market by 12%.
10. Bioengineering of the future.
- The volume of investments for 2022 reaches 43 billion dollars;
- Development of vaccines against COVID-19;
- The most common topic for scientific research over the past 2 years among those presented.
The most significant and influential trends and tendencies that bring socially significant im-

provements to the quality of life of a wide audience are capable of forming new views and values among 
a significant percentage of the population. Existing approaches to the formation of consumer value imply 
some contradictions in views on the factors of value of a product/service/technology for the consumer and 
for the company. For a company, value can be quantified based on various metrics such as profitability, 
market growth, market share, etc. The company can strive to improve these metrics and create a value 
proposition that is competitive in the market. For the most part, the process of creating value for the con-
sumer is complex and is associated with product quality, satisfaction of their needs, ease of use, brand 
reputation, etc. To assess customer value, many criteria must be taken into account, which can often be 
difficult to quantify [4]. 

The concept of “provided customer value”, which was described by F. Kotler, is that the consum-
er acts rationally, choosing a product in accordance with the maximization of value due to the difference 
between customer value and the total costs of the consumer. However, if we consider the B2B market, 
and the company as a consumer of innovation, then the decisive decision is not based on standard market-
ing laws and cannot take into account all the standard rules for choosing a new product/service or tech-
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nology. The fundamental factor will be the degree of demand for innovation to solve a specific production 
or social problem in the organization. 

Returning to the issue of creating consumer value, we can identify the main value innovations in 
the form of products for each of the previously proposed technological trends. 

An example of value innovation that creates consumer value for the “use of applied artificial in-
telligence” trend can be considered Natural Language Processing (NLP) systems, a computer vision sys-
tem, and an automatic decision-making system. For the trend associated with the implementation of ma-
chine learning, a value innovation that changes the views of consumers on the formation of the value of a 
product will be machine learning programs such as TensorFlow, scikit-learn, PyTorch, Keras, Microsoft 
Azure Machine Learning. A valuable innovation for generative artificial intelligence is modern neural 
networks and chat bots capable of generating and communicating with the user, answering queries, learn-
ing, conducting a dialogue and generating appropriate responses, for example, Chat GPT, Writesonic, 
YouChat and their analogues. 

Conclusion 

Based on the analysis, the main technological trends that exist today were formulated and value 
innovations that reflect them were identified. Further research involves identifying and assessing consum-
er characteristics and values for innovation and its widespread integration. Trends were identified based 
on an analysis of user search queries, news publications, the number of patent applications, research pub-
lications, the number of new vacancies on the labor market and the volume of investment in innovation. 
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Abstract. The work describes and compares various planning methods in LTE wireless network, focusing 
on the efficient utilization of available frequency and time resources. An evaluation is conducted on the 
network's average throughput under load and the fairness of resource distribution among users. 
Keywords: scheduling, LTE, network, throughput, fairness.  

Introduction 

With the advancement of wireless technologies and the constant increase in demand for high-
speed mobile internet, the evolution of LTE (Long-Term Evolution) networks has become an integral part 
of study and development. One key aspect of ensuring optimal performance and efficient resource utiliza-
tion is channel planning. 

The work provides an overview of existing methods for channel resource planning in LTE net-
works. This review not only elucidates the fundamental principles behind various approaches to radio re-
source management but also analyzes their advantages and limitations. Adding to the relevance is the fact 
that LTE standards lack a single prescribed method for resource allocation, leading to a large number of 
mobile network operators conducting independent research to find the most optimal resource distribution 
in an attempt to define and solve the informal task of ensuring a specified quality of service. 

System Model 

The LTE standard defines two directions of data transmission: uplink and downlink, which corre-
spond to data transmission from mobile devices to the base station and in the reverse direction. This divi-
sion is based on several parameters: frequency, time, and multiple access methods. Frequency division is 
implemented using Frequency Division Duplex (FDD) technology, where the frequency of the uplink 
channel is chosen higher than that of the downlink. Time division is achieved through Time Division Du-
plex (TDD) technology, where time intervals for uplink and downlink channels are allocated based on a 
schedule managed by the base station. For the uplink channel, the multiple access method employs Sin-
gle-Carrier Frequency Division Multiple Access (SC-FDMA) with orthogonal frequency division, while 
for the downlink channel, Orthogonal Frequency Division Multiple Access (OFDMA) with orthogonal 
frequency division is used [1]. 

Resource planning in the uplink and downlink channels differs due to unique requirements and 
characteristics. However, common methods are applicable to both channels. 

Fig. 1. Radio resource grid 
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As mentioned earlier, radio resources are allocated among subscribers in the time and frequency 
domains. To illustrate, let's refer to Fig. 1. In the time domain, resources are allocated through each time 
transmission interval (TTI). One TTI lasts for 1 ms. TTIs consist of two slots of 0.5 ms each. Ten consec-
utive TTIs form a frame with a duration of 10 ms. In the frequency domain, the total bandwidth is divided 
into 12 sub-channels, each with a bandwidth of 180 kHz. The minimum unit that can be allocated to a 
subscriber in the frequency-time resource for data transmission is called a resource block (RB) [2]. The 
duration of one resource block is 0.5 ms. In the frequency domain, a resource block occupies one sub-
channel, which is 180 kHz wide. 

The main task involves scheduling limited resources among users. Subscribers may be in differ-
ent conditions and require varying levels of service quality. A key characteristic of the scheduling task is 
that the LTE network standard does not describe a unified scheduling algorithm. Base station manufactur-
ers address the resource scheduling task differently to achieve the primary goal: to meet the diverse needs 
of cellular network users. Individual components and basic scheduling algorithms can be formulated as an 
optimization problem. 

Description and comparison of existing scheduling algorithms  

Existing planning methods can be compared based on the average throughput in the channel. It is 
worth noting that in the modern world, any radio signal will be subject to channel noise, which can distort 
transmission. The influence of noise is evaluated by the signal-to-noise ratio (SNR) and the signal-to-
interference-plus-noise ratio (SINR). 

The average data transfer rate is associated with the SINR value. As the SINR increases, the 
transmission rate also increases. This relationship is upper-bounded by Shannon's formula: 

 2log (1 )< +V W SINR   (1) 

Based on the above, let's move on to reviewing existing scheduling algorithms. We will consider 
a scenario with a fixed number of subscribers connected to the base station. The algorithms will be com-
pared based on the evaluation of the average throughput and the fairness of resource distribution among 
all subscribers. 

Maximizing throughput scheduler (MT) 

The goal of this scheduling algorithm is to maximize the data transfer rate in the system [3]. In 
this case, maximizing throughput means allocating all resource blocks to the subscriber with the best con-
ditions. This algorithm does not guarantee fair resource distribution among subscribers. For each resource 
block k, the subscriber ik to whom this block will be allocated is determined by the following formula: 

 
1,

arg max
=

=k ik
i M

i d   (2) 

where dik is the amount of data that can be transmitted to subscriber i in resource block k, M is the number 
of subscribers connected to the base station. As seen from the metric, subscribers in worse conditions do 
not receive any resources at all. This algorithm does not ensure fair resource planning, but it does provide 
maximum average and total throughput. 

Let's assume that the subscriber with the best conditions is labeled as number 1, and their radio 
conditions do not change. All time and frequency resources will be allocated to this subscriber. Then, the 
average throughput depends only on the SINR of this subscriber, and it can be estimated using Shannon's 
formula: 

 2 1log (1 )< +V W SINR  (3) 

Round robin scheduler (RR) 

Provides fair distribution of time resources among users. The scheduler allocates resource blocks 
to users starting from the first and ending with user M in turn. Each user, regardless of their conditions, 
receives an equal amount of service time in the channel. In this context, the idea of fairness is associated 
with the time during which the channel is used by subscribers. 

However, such a method is unfair in terms of user throughput, as in wireless systems, it depends 
not only on occupied resources but also on channel conditions [2]. Since resources are allocated to all us-
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ers, the average speed compared to the algorithm maximizing speed will decrease. An expression for es-
timating the average throughput can be written as follows: 

2
1
log (1 )

=
< +∑

M

i
i

WV SINR
M

  (4) 

Blind equal throughput scheduler (BET) 

This scheduler distributes resources considering the past average throughput. According to this 
distribution strategy, the user experiencing the lowest throughput undergoes resource displacement: they 
will be served until they reach the same throughput as other subscribers in the channel. 

Let's consider the expression for this scheduler. Let ( )iR t  represent the average transmission rate 
of subscriber i over the time interval from the start of operation to time t. ri(t) is the transmission rate for 
subscriber i over the time interval with number t. The expression for the average subscriber rate over the 
observation time t be expressed as follows: 

1
( )

( ) ==
∑

t

i
x

i

r x
R t

t
 (5) 

According to the scheduling conditions, frequency and time channel resources will be allocated to 
subscriber i, for whom the average transmission rate ( )iR t  is minimal over the time interval (t – 1). This 
condition can be expressed as follows: 

1,
arg min ( 1)

=
= −i

i M
i R t      (6) 

or 

1,

1arg max
( 1)=

=
−i M i

i
R t

   (7) 

Thus, a user with poor channel conditions will be serviced more frequently than others to ensure 
fairness in throughput. This scheduler does not consider channel conditions when making distribution 
decisions and belongs to the category of channel-unaware scheduling algorithms. The metric shows that 
BET has a significant strategy for ensuring fairness in resource allocation. However, if a user consistently 
encounters poor channel conditions, the scheduler often allocates resources to this user because transmis-
sion frequently fails due to the channel state. This ultimately reduces average throughput [3]. Deriving an 
expression to estimate the average data transfer rate for this scheduler is a non-trivial task since resource 
allocation among subscribers occurs on more complex principles compared to previous cases. 

Proportional fair scheduler (PF) 

The PF scheduler finds a compromise between a scheduler that maximizes speed and a scheduler 
that ensures equal speeds, resulting in a compromise between fairness in resource allocation and spectral 
efficiency. The scheduler's strategy is as follows: to distribute equal speeds to all users whenever possible, 
but the user in better conditions will have a higher speed. For each resource block k, the subscriber ik to 
whom this block will be allocated is determined by the following formula: 

1,

( )arg max
( 1)=

=
−

i
k

k
i M i

d ti
R t

 (8) 

where ( )i
kd t  is the throughput of subscriber i in subframe t for resource block k, and ( 1)−iR t  is the aver-

age transmission rate at subframe (t – 1) for user i. 
This scheduler provides better fairness in the distribution of frequency-time resources and aver-

age throughput compared to the BET scheduler. Expressions for estimating the average speed, similar to 
those for the BET scheduler, are difficult to derive. 
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Features of computing estimates for average throughput 

Computing ( )iR t  using formula (5) for BET and PF schedulers is very memory-intensive, as it 
requires storing large arrays of data for each subscriber for the entire time they are connected to the base 
station. There is an alternative approach to computing the average throughput, which is more commonly 
used in practice. Let's introduce a coefficient β ∈ [0, 1]. It indicates how far back in time the average 
throughput will be analyzed. Now let's rewrite the expression for ( )iR t  using β: 

 ( ) ( 1) (1 ) ( )= β − + −βi i iR t R t r t  (9) 

Formula (9) is valid when the values of ( )ir t  and ( 1)−ir t  do not differ significantly from each 
other, which is typically observed in the LTE wireless communication channel. From formula (9), it can 
be seen that when β is zero, past average throughputs are not considered at all, and the estimate is based 
solely on the current throughput. When β is one, the current throughput is not considered. The value of 
the coefficient β needs to be chosen based on the problem conditions. ( )iR t  represents a moving average 
throughput, which is updated every subframe for each subscriber. 

Thus, the coefficient β determines the period during which a fairness window will be ensured: 

 1
1

=
−βfT       (10) 

When β is equal to zero, the results of the average throughput in the past will be equal to the last 
instantaneous speed, and the fairness window will be equal to one TTI. On the other hand, as β approach-
es one, the last throughput will never be included in the past throughput calculation, and the fairness win-
dow theoretically becomes infinite [2]. 

Conclusion 

In order to develop terahertz beam In conclusion, the presented review of existing methods of 
scheduling in LTE networks underscores the diversity of approaches to effectively utilize available fre-
quency and time resources. Each method has its own characteristics and advantages tailored to specific 
network requirements and characteristics. Schedulers can incorporate channel information or build met-
rics without relying on it. Each of these strategies to some extent ensures fairness in distribution among 
users and enhances the overall network throughput. The work provides a basic understanding of existing 
resource planning approaches in the context of LTE networks, which can be applied to optimize data 
transmission processes in wireless networks. 
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ALGORITHM FOR MATHEMATICAL MODELING OF A RAYLEIGH RANDOM 
PROCESS WITH A SPECIFIED SPECTRUM WIDTH 
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State University of Aerospace Instrumentation, Ivangorod Branch 

St.Petersburg, Russia, 
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Abstract. The study of complex systems, which include automatic control systems, can often be carried 
out only by mathematical modeling methods. Random processes with the Rayleigh distribution law are 
often used as mathematical models of information and noise signals in these systems. The paper discusses 
issues of synthesis of algorithms for modeling Rayleigh random variables with a given correlation coeffi-
cient. 
Keywords: complex system, mathematical modeling, random process, Rayleigh law, information signals. 

When designing and studying automatic control systems, which belong to the class of complex 
systems, mathematical modeling methods play an extremely important role, since such complex systems 
usually do not lend themselves to rigorous analytical study [1]. Rayleigh processes are often used as 
mathematical models of the processes occurring in these systems, for which the width of the power spec-
tral density or, accordingly, the correlation function is usually specified [2]. In this case, they try to limit 
themselves to Markov processes of a low degree of connectivity. In this paper, various approaches to the 
synthesis of algorithms for modeling Markov-Rayleigh random processes are considered, analyzed and 
presented. 

The most general type of Rayleigh random process occurs when radio signals are used to transmit 
information against a background of normal noise. In this case, this distribution describes the two-
dimensional distribution density of the sum of the envelope of a stationary Gaussian process 
( ) ( )2~ 0,σ•n t N  and deterministic signal ( ) ( )0( )cos= ωs t a t t  [3]. This distribution is called the general-

ized Rayleigh distribution or Rayleigh-Rice distribution. Since in this case the total process will be non-
stationary, the distribution of its instantaneous values will also be nonstationary. The functional form of 
the generalized Rayleigh distribution is written as [4] 

( )
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where are 1 20,  0ξ > ξ >  – the values of the process ξ(t) at points t1 and t2, that is ξ1= ξ(t), ξ2= ξ(t+τ), 
a1 = a(t), a2 = a(t+τ), ( )0 1,  2,  0,  ε = ε = > τm m R  – ome normalized correlation function, defined
through the normalized correlation function of the stationary normal process n(t), Im( ) – modified Bessel 
function of the imaginary argument. 

If the deterministic signal is a harmonic oscillation with frequency 0ω  and amplitude 0U , then 

1 2 0= =a a U  and the probability distribution density of a stationary random process ( )ξ t , after simple
algebraic transformations, will take the form [5] 
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In the case when the interference is broadband or when we are interested in transmitting infor-
mation in digital form only in series of pulses, and the pulses are spaced in time at such a distance that we 
can assume R(τ) = 0, taking into account the equalities 
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( )( ) [ ]

( )( )

1 2
2 2

0 0
0 0 22

0 0, при 1,2, ,
1

, при 1,2,
1

  τ ξ ξ   = = =  σ − τ  


  ξ ξ   = =   σ σ + τ 

m m

i i

R
I I m

R

U UI I i
R

 (3) 

in expression (2) only one term of the sum remains at  εm = 0. Therefore, expression (2) is significantly 
simplified 

 ( )
2 2 2 2

1 1 1 1 1 2 2 2 2 2
1 2 0 02 2 2 2 2 2, exp exp .

2 2

   ξ ξ + ξ ξ ξ ξ +      ξ ξ = − −      σ σ σ σ σ σ         

a a a aw I I  (4) 

Moreover, if we assume that there is no information signal, that is, a1= a2=0, then from expression 
(3) we obtain 

 ( )
2 2

1 1 2 2
1 2 2 2 2 2, exp exp ,

2 2

   ξ ξ ξ ξ   ξ ξ = − ⋅ −   
σ σ σ σ      

w  (5) 

the most common mathematical model of interference used in mathematical modeling of complex systems. 
Expressions (1), (2), (4) represent mathematical models of an additive mixture of transmitted in-

formation signals and interference. Although the expressions are very complex, modeling such additive 
mixtures is not that difficult, since the transmitted information signal and the interference can be separate-
ly modeled and then summed together. Modeling a known information signal does not present any diffi-
culties; difficulties arise only when modeling Rayleigh interference, and only in the case when its correla-
tion function is different from zero. 

For mathematical modeling of processes with distributions represented by expressions (1), (2), 
(4), when using additive summation of information and noise signals, it is necessary to take into account 
that the summation in this case is not algebraic, but vector [6]. It follows that in this case it is necessary to 
model two quadratures of the normal process, which can be considered independent with zero mathemati-
cal expectations, identical variances σ2 and identical correlation functions. In this case, without loss of 
generality, one of the interference quadratures can be considered in-phase with the information signal, 
which naturally simplifies the modeling process. 

n the case when there is no information signal and only the noise needs to be modeled, the two-
dimensional probability density of the modeled process, as follows from expression (1) or (2), is written 
in the form 

 ( )
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The correlation function RE(τ), defined as the second mixed moment, is equal to [4] 
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Given the correlation function RE(τ), the function RE(τ) can be found from expression (7) using 
numerical methods. However, in practice, the functions of the normal process are specified by some func-
tional form, which is chosen in such a way that the quadratures of the modeled process are Markov pro-
cesses. Usually, they try to use quadratures with fractional-rational power spectral density and are limited 
to low-order Markov processes [7]. In this case, the functional form R(τ), is defined by expression (7), 
which makes it possible to quite simply numerically determine the width R(τ), which provides a given 
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width of the correlation function RE(τ), which is inversely proportional to the width of the power spectral 
density of the simulated Rayleigh process. 

In the absence of an information signal, it is often sufficient to model not the fluctuations of the 
envelope of the Rayleigh process, but the fluctuations of the square of the envelope, that is, power fluctu-
ations. In such a situation, the process of calculating the characteristics of the simulated process is signifi-
cantly simplified. 

The random processη(t), simulating power fluctuations of the Rayleigh processξ(t), is directly 
proportional to the square of the process ξ(t), that is η(t)=ξ2(t). Therefore, passing to the variables

2 2
1 1 2 2and η = ξ η = ξ , from expression (6) we obtain [4,8]

( )
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4 1 2 1 1
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R
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bivariate exponential distribution. When R(τ)=0, the distribution defined by expression (8) de-
composes into the product of widely known and used exponential distributions  

( ) 1 2
1 2 1 24 2 4 2

1 1, , exp exp ,  0,  0.
2 2 2 2

   η η   η η τ = − × − η > η >   
σ σ σ σ      

w  (9) 

The correlation function of the exponential process Rη(τ), defined as the second mixed moment, is 
calculated by the expression (8) 

( ) ( ) ( )4 2
1 2 1 2 1 2

0 0

, , 4 1 ,
∞∞

η  τ = η η η η τ η η = σ + τ ∫ ∫R w d d R (10) 

and the normalized correlation function of the exponential process Rη(τ) is defined as 

( ) ( )( ) ( ) ( )2 2 2
1 1 1 2 1 22

0 0

1 2 2 , , .
4

∞∞

η τ = η − σ η − σ η η τ η η = τ
σ ∫ ∫r w d d R (11) 

As normalized correlation functions of quadratures R(τ), in order to increase the performance of 
mathematical modeling algorithms, it is advisable to use correlation functions that correspond to Markov 
processes [9]. 

In the simplest case, when using the exponential function R(τ)=exp(-α|τ|), α>0, determination of α 
for a given width (at some level, usually δ=0.5) of the normalized correlation function rη(τ)  analytically 
[10]. 
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Abstract. Our case study focuses on the implementation of a bottle factory with the aim of determining the 
time required to meet the demand based on production costs and the quantity of bottles requested by the 
client. 

Introduction 

The project simulates an industrial scenario, which, thanks to fuzzy logic, is able to determine the 
optimal number of bottles to produce in response to a client’s request, taking into account the production 
cost at that specific moment. The scenario consists of three networks: 

1. The first one is tasked with managing the produc- tion of components necessary for assem-
bling the bottles (empty), such as caps, bottles, and labels. 

2. The second one is responsible for filling and assem- bling the filled bottles.
3. The third and final network is comprised of a wire- less sensor tasked with detecting when the

empty bottles are positioned below a solenoid valve, activating it accordingly. 
The three networks communicate with each other through a gateway that distributes information 

among the various sections of production, detection/filling, and assembly. 

Related Works 

Before starting the project in Matlab Simulink, we con- ducted research in order to learn 
about the techniques for manufacturing a plastic bottle. Among the various techniques used globally, 
we chose the Plastic Extrusion Molding Process, since the amount of plastic available in the ware-
house is measured in units, namely in plastic granules. Furthermore, to determine the most suitable 
material for the production of plastic bottles, we con- ducted research and concluded that the best 
material for this technique is PET. Finally, to assign truthful pa- rameters to the project regarding the 
proximity sensor, we consulted the technical data sheet of a manufacturer specialized in the produc-
tion of proximity sensors. 

Proposed Approach 

Within the first network, there is a fuzzy logic system that calculates, based on the client’s re-
quested quantity and production cost, the actual number of bottles that should be produced. This infor-
mation is then sent to the machinery responsible for producing the caps, bottles, and labels needed to meet 
the demand. Each machinery consists of an MBSD that simulates the production of the desired object. In 
fact, at the output of each chart, there are bottles, caps, and labels that have been produced based on a 
production time. These data are sent via a wired connection from the machinery kernel, which manages 
the machines, to the warehouse kernel, which is responsible for updating the available plastic, decre- 
menting the consumed plastic based on the number of items produced. In the event that the plastic falls 
below a certain threshold, which in the scenario is 300 units, the warehouse sends a warning signal (indi-
cating the re- maining quantity of plastic) to the machines, which temporarily halt production until a new 
plastic restocking is performed. 

When all the machinery has completed production, the number of caps, bottles, and labels pro-
duced is sent via the gateway to both the second wired network and the third wireless network. This en-
sures the activation of the proximity sensor and the subsequent filling of the empty bottles. Specifically, 
each time the sensor detects a bottle below the solenoid valve, a signal is sent to the valve, causing it to 
open and facilitate the filling of the bottle. If the water level in the tank drops below 300 liters, similar to 
the plastic scenario, a refill of the tank will be carried out. 

Once the filling is completed, the actual assembly of the bottle takes place. This is achieved 
through an MBSD that simulates the machinery responsible for adding a cap and a label to each filled 
bottle. 
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Scenario 

In the first network, at the input of the fuzzy block, there are two Uniform Random Numbers, 
each with a randomized seed that changes with each execution, deter- mining the number of bottles re-
quested by the client and the production cost. The output from the fuzzy block provides the number of 
bottles to produce. This data is fed into a MATLAB function, responsible for round- ing the result and 
then sent through the Goto tool to the machinery kernel and individual charts, which follow the logic of 
the MBSD. 

 

Fig. 1. Fuzzy Controller 

Each chart is tasked with simulating the operation of a machinery and consists of four states: 
4. Off 
5. On 
6. Processing 
7. Error 
The state, initially off, will transition to on when it receives the ONOFF flag set to one as input; 

otherwise, it will remain off. It will transition to the processing state only when it receives plastic from 
the warehouse kernel, and the plastic quantity is greater than three hundred. After a constant, received as 
input, representing the processing time, it will increment the produced object count by one. 

It will transition to the off state once all necessary objects are produced, when the number of bot-
tles to produce matches the produced objects, setting the ONOFF flag to zero. This behavior is managed 
within a MATLAB function. 

 

Fig. 2. Cap machine. 

The warehouse kernel receives the produced items from the machines and sends them to an out-
put where a MATLAB function is present. This function is responsible for managing the quantity of plas-
tic. 

Specifically, when the plastic quantity falls below 300 units, it pauses for three seconds to simu-
late the replenishment of plastic. 

 

Fig. 3. Warehouse 
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Once the production of the necessary items is completed, the chart will send the actual number of 
caps, bottles, and labels produced to the machinery kernel, and this data will travel through a wired con-
nection to the gateway. 

Fig. 4. Machinery 

The gateway is responsible for sending the data received from the first network to the third net-
work, ensuring the activation of the proximity sensor. This, facilitated by a Pulse Generator, simulates 
the detection of bottles for filling through the solenoid valve. As the sensor is wireless, it requires a bat-
tery, in our case simulated by the TrueTime Battery, with a capacity of 1500 mAh. 

Fig. 5. Proximity Sensor 

The sensor kernel, once it detects the bottle, sends this data through a wireless connection to the 
gateway, which then forwards it through a wired connection to the tank. This process aims to decrement 
the water inside the tank, consequently activating the solenoid valve. The valve, on the other hand, is re-
sponsible for increasing the count of filled bottles only when the detected flag is set to one. 

Fig. 6. Tank 
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Fig. 7. Solenoid valve 

Inside the tank kernel, there is a control that simulates the tank refill by using a 3-second pause 
and a random increment once the water level drops below 300 liters. It sends an alarm flag to the solenoid 
valve kernel to stop the bottle filling process. 

When the number of filled bottles equals the number of produced bottles, the solenoid valve ker-
nel sends a message to the packaging kernel containing all the necessary data. Within this node, there is 
also a MATLAB function responsible for decrementing the count of filled bottles, used caps, and labels 
consumed in production. It then sends the ONOFF flag to a chart simulating the bottling process. 

The chart takes as input the produced caps, produced labels, filled bottles, the activation flag, and 
a constant indicating the processing time. It outputs the number of bottles produced. 

 

 

Fig. 8. Bottling 

Performance Metrics 

As for the performance evaluation, we have decided to calculate the packet loss and response 
time of the system in the following manner: 

• We calculated packet loss by taking the ratio of sent packets to received packets. The sent 
packets are calculated when the machinery completes its production of objects and sends data from the 
machinery kernel to the packaging kernel. The received packets are calculated at the end of the assembly 
line, inside the packaging kernel. To ensure that the packets received in the packaging kernel are indeed 
those sent by the machinery kernel, we added a ”sequence” field within each sent message, so that the 
increment occurs only when this field has a value of ten. The packet loss value is calculated within a 
MATLAB function and multiplied by one hundred to obtain a percentage result.Note that following 1959 
sent packets, the packet loss is only 0.05%. 

 

Fig. 9. Packet Loss’s Example 
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Fig. 10. Packet Loss Plot 

• The calculation of the response time was performed considering the initial moment as the acti-
vation of the machinery kernel, once it received the number of bottles to be produced from the fuzzy log-
ic. The final moment is defined as the time when the last bottle is produced in the final packaging phase. 
Taking these two time instances using the ttCurrentTime() tool within a MATLAB function, we subtract-
ed the initial moment from the final moment. Note that, for example, to produce 620 bottles, it took 8235 
seconds, which is approximately 2 hours. 

Fig. 11. Response Time 

Conclusions 

In summary, following various simulations, we have observed that the packet loss ranges from 
approximately 0.02% to 0.20% (this variation is due to the number of bottles to be produced). Certainly, 
this is an acceptable result, as even in the worst-case scenario, the achieved outcome is still considerable. 

Furthermore, by calculating the hourly bottle production, we approach a value of around 300 
units. Therefore, in the event that this project is realized and becomes a small business, the result is cer-
tainly modest. It may not be suitable for a large-scale supplier. However, to make this feasible, the im-
plementation of multiple machines for the production of caps, bottles, and labels, along with an additional 
machine for bottling, would double the hourly production, making it significantly better. 
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Abstract. The paper proposes a criterion for evaluating the connectivity of a normal Markov process with 
a fractional rational spectral power density. The criterion is based on calculating the rank of a matrix 
composed of the correlation coefficients of the process used to calculate the parameters of a linear recur-
sive discrete shaping filter with an infinite impulse response.  
Keywords: Markov process, spectral power density, discrete shaping filter, correlation coefficient, matrix 
rank, impulse response. 

 
Automation systems belong to the class of complex systems, in the design and research of which 

mathematical modeling methods play a key role, often being the only methods of designing and research-
ing these systems. At the same time, simulation modeling, which allows to evaluate the characteristics of 
the system, often acts as the main research method. One of the tasks when using simulation modeling is 
the task of synthesizing algorithms for modeling input processes of the designed systems, which are ran-
dom processes with predetermined statistical characteristics [1]. In turn, these statistical characteristics 
are evaluated based on some empirical data, which makes it possible to bring the simulated input process-
es closer to the real processes operating at the inputs of the designed and studied systems [2]. 

When using empirical data to build modeling algorithms in order to obtain efficient fast algo-
rithms, it is necessary to limit oneself to modeling Markov processes [3]. In this case, the problem arises 
of estimating the order of connectivity of this process. In practice, they try to limit themselves to process-
es of a low order – the first or second. However, such simplification can lead to simulation results that are 
far from real processes. Therefore, this paper considers the solution of the problem of determining the 
order of the Markov process for normal processes in which the spectral power density is approximated by 
fractional rational functions of a general form, for which the most used moving average and autoregres-
sion processes are only special cases [4]. The modeling algorithm uses the method of forming filters, 
which are understood as discrete forming filters (DFF), which make it possible to write the modeling al-
gorithm explicitly – in the form of a stochastic difference equation [2,5]. 

Let's imagine a discrete transfer function of a recursive DFF of the nth order, in the most general 
form 
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There are many different ways to synthesize DFF according to the specified correlation and spec-
tral characteristics of the output signal. The main of these methods is the synthesis of DFF by spectral 
density of the output signal by factorization [5], however, this method can be successfully applied in prac-
tice only for second-order filters (theoretically for 4th-order filters) due to the difficulties encountered in 
factorizing the spectral density as a function of pseudo-frequency [5]. Synthesis methods have also been 
developed that require setting the correlation function at several points, however, these methods, firstly, 
lead to a very high-order DFF, and secondly, do not guarantee the behavior of the correlation function of 
the modeled process outside the interval of setting its correlation function. 

So, let the lattice function of the DFF output signal be equal to ( (−i nr  corresponds to the Markov 

process of the nth order. We use the DFF synthesis method developed in [6], in which the DFF, in ac-
cordance with expression (2), is represented as a sequential connection of two filters – a non-recursive 
filter with a finite impulse response determined by a vector Nb , forming colored noise , 1,2, ,= kg k  
with a correlation function 0 1 1, , , − NR R R  and 0=nR  by (moving average model), and a recursive filter 
with an infinite impulse response defined by a vector Na , at the output of which the required random 
process is formed kU  [2]. 

The elements of the vector Nb  are determined from a system of nonlinear equations 

1
2 2 2 2
0 1 1 0

0

2

0 1 1 2 2 1 1 1
0

1

0 1 1 1 1
0

0 1 1

,

,

,

,

−

−
=

−

− − +
=

− −

+ − − − +
=

− −


+ + + = =



 + + + = =




 + + + = =




=

∑

∑

∑





     



     

N

N j
j

N

N N j j
j

N i

i i N i N j j i i
j

N N

b b b b R

b b b b b b b b R

b b b b b b b b R

b b R

(4) 

where 0 1 1, , =NR R R - are the samples of the lattice correlation function of colored normal noise 
, 1,2, ,= kg k

( )1
1 1 1

, 0,1,2, 1,

0, .

− + + −
= = =


− + + = −

= 
 ≥

∑ ∑∑ 

N N N

n l i jn n l n i j
n l i j

r a r r a a r n N
R

n N

(5) 

The elements of the vector Na  are determined from a system of linear equations 
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Expressions (4), (5), (6) they solve the problem of synthesizing an N-order DFF filter. Note that 
expressions (6) can be considered as independent expressions – recurrent expressions that allow calculat-
ing the correlation functions of the output signals of the DFF of an arbitrary order. Therefore, as shown in 
[2], the parameter vector can be determined not from solving a system of linear equations (6), but from a 
modified system (7) 
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Let's introduce another DFF parameter 0 1= −a  and add another equation to the system (6)  
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Let's rewrite the system of equations (6) in the following form 
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This homogeneous system of linear equations has a solution ( )0 , Na a  only if the determinant of 
the matrix of coefficients 1, 1+ +N Nr  of the system of equations is zero 
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The last expression is expression (10) and can be used as a criterion for determining the order of 
connectivity of a Markov process, namely: the order of the filter N is equal to the rank of a matrix of the 
form (10) composed of the correlation coefficients of the random process KU . Naturally, in practice, it is 
not the values of the correlation coefficients of the process that are used, but their estimates determined 
from experimental data [7], therefore it is necessary to set a threshold below which the matrix composed 
of estimates of correlation coefficients is considered poorly conditioned, since its determinant is close to 
zero. 

Naturally, this criterion can be directly used to determine the degree of connectivity of Markov 
normal processes. However, if the DFF is used to model non-Gaussian processes formed by a nonlinear 
inertia-free transformation of the generating normal process [8], then the criterion can be modified, since 
the nonlinear inertia-free transformation does not change the order of connectivity of the Markov process. 
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PROGRAMMING  OF COMPUTER GRAPHICS ELEMENTS  
IN THE OPENGL ENVIRONMENT 

Dmitry Vinogradov 
Saint Petersburg State University of Aerospace Instrumentation 

E-mail: vinmitya@gmail.com 
 

Abstract. The paper presents methods for using the capabilities of a graphical software interface and 
provides examples of the implementation of dynamic scenes and projective transformations – the main 
elements for creating 3D images, elements of computer graphics and video games. 
Keywords: OpenGL, computer graphics, 3D images, projective transformations. 

 
OpenGL (Open Graphics Library) is an open standard graphical programming interface (API) de-

signed to create high-performance applications capable of displaying 2D and 3D graphics. This cross-
platform interface has applications in a variety of fields, including gaming, data visualization, science and 
engineering, and virtual and augmented reality development. 

Theoretical Foundations 

OpenGL uses a frame buffer to form an image, and also supports shaders to create lighting, shad-
ow, and texturing effects. This standard allows for multithreading and parallelization, allowing multiple 
CPU cores to be used to improve performance. 

One of the key advantages of OpenGL is its open and free nature, which allows free use and dis-
tribution by developers without any restrictions or licenses. 

 Let's take a look at some of the main tasks that arise when programming 3D graphics. The first 
task will be to create a dynamic scene in a high-level programming language. 

Dynamic scene development using OpenGL.  
Software Implementation 

To create a dynamic 3D scene, the Python 3 programming language was chosen. The program us-
es the Pygame and OpenGL libraries to render 3D graphics.  At startup, the program creates an 800x600 
pixel window and configures OpenGL to display 3D graphics using  the gluPerspective()  and glTrans-
latef() functions. 

The main loop of the program handles Pygame events, responding  to the QUIT event  (pressing 
the window close button) to shut down. The render loop uses  the glRotatef()  and glClear() functions  to 
rotate objects and clear the screen buffer, respectively. 

 

 

Fig. 1. An example of program execution, the cone is located above the pyramid 
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OpenGL functions such as glBegin(), glColor4f(), and glVertex3fv()) are used to render objects. 
In this case,  the cube is drawn in blue and the cone is rendered in red. The cube and cone are also 
rotated using glPushMatrix() and glPopMatrix().  

Finally, the program refreshes the screen and waits for some time between frames to create the il-
lusion that objects are moving. Examples of how the program works can be found in Figures 1 – 2. 

Fig. 2. an example of program execution, the cone is located under the pyramid 

The program code is shown below. 
import pygame 

from pygame.locals import * 

from OpenGL.GL import * 
from OpenGL.GLU import * 
import math 

vertices = (
    (0, 0, 1), 
    (1, 0, -1), 
    (-1, 0, -1), 
    (0, 1, 0) 
) 

triangles = (
    (0, 1, 3), 
    (1, 2, 3), 
    (2, 0, 3), 
    (0, 2, 1) 
) 

cone_vertices = [] 
cone_triangles = [] 
cone_radius = 1 
cone_height = 2 
cone_slices = 30 

for i in range(cone_slices): 
    angle = i * 2 * math.pi / cone_slices 
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    x = cone_radius * math.cos(angle) 
    y = 0 
    z = cone_radius * math.sin(angle) 
    cone_vertices.append((x, y, z)) 
cone_vertices.append((0, cone_height, 0)) 
 
for i in range(cone_slices): 
    triangle = (i, i+1, cone_slices) 
    cone_triangles.append(triangle) 
cone_triangles.append((cone_slices-1, 0, cone_slices)) 
 
def Cube(): 
    glBegin(GL_TRIANGLES) 
    for triangle in triangles: 
        for vertex in triangle: 
            glColor3f(0, 0, 1) 
            glVertex3fv(vertices[vertex]) 
    glEnd() 
 
def Cone(): 
    glBegin(GL_TRIANGLES) 
    for triangle in cone_triangles: 
        for vertex in triangle: 
            glColor3f(1, 0, 0) 
            glVertex3fv(cone_vertices[vertex]) 
    glEnd() 
 
def main(): 
    pygame.init() 
    display = (800, 600) 
    pygame.display.set_mode(display, DOUBLEBUF|OPENGL) 
 
    gluPerspective(45, (display[0]/display[1]), 0.1, 50.0) 
 
    glTranslatef(0.0,0.0,-5) 
 
    while True: 
        for event in pygame.event.get(): 
            if event.type == pygame.QUIT: 
                pygame.quit() 
                quit() 
 
        glRotatef(1, 1, 1, 1) 
        glClear(GL_COLOR_BUFFER_BIT|GL_DEPTH_BUFFER_BIT) 
 
        # Draw the cube 
        glPushMatrix() 
        Cube() 
        glPopMatrix() 
 
        # Draw the cone on the left of the cube 
        glPushMatrix() 
        glTranslatef(-2.5, 0, 0) 
        glRotatef(90, 0, 1, 0) 
        Cone() 
        glPopMatrix() 
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        pygame.display.flip() 
        pygame.time.wait(10) 

if __name__ == "__main__": 
    main() 

As a second task, let's look at performing projective transformations using OpenGL. 

Perform projective transformations using OpenGL. 
Software Implementation 

Projective transformations are an important concept in geometry and computer graphics. They al-
low you to change the shape and position of objects in three-dimensional space and project them onto a 
two-dimensional plane. Projective transformations are widely used in computer graphics to create three-
dimensional scenes, perspective distortion, camera mapping, and other effects. 

In the main loop of the program, events are processed, in this case only  the QUIT event (closing 
the window). If a window closing event occurs, the program exits. 

Inside the render loop, objects are rotated and rendered. First,  the glRotatef() function is called to 
specify the rotation angle of the objects. The glClear() function is then called to  clear the screen buffer. 

Next, the object rendering functions are called: HexagonalPyramid() to  render a hexagonal pyr-
amid. function use OpenGL functions to determine the vertices and colors of objects. 

The hexagonal pyramid also rotates on the screen. To do this, use the  glPushMatrix()  and 
glPopMatrix() functions.  

At the end of each iteration of the loop, pygame.display.flip() is called to refresh the screen 
and pygame.time.wait() to delay between frames. This allows graphics to be displayed on the screen 
at a specific frame rate.  

Thus, the program creates a window, configures OpenGL for 3D graphics, renders and rotates ob-
jects on the screen using Pygame and OpenGL. Examples of how the program works with comments can 
be seen in Figures 3 – 5. 

Fig. 3. a projection of the image on the xy plane 
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Fig. 4. a projection of the image on the xz plane 

 

 

Fig. 5. a projection of the image on the yz plane 
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The code with comments is shown below. 
import pygame 

from pygame.locals import * 
from OpenGL.GL import * 
from OpenGL.GLU import * 
from math import cos, sin, pi 

def HexagonalPyramid(): 
    # Draw hexagonal base 
    glColor4f(0, 0, 1, 1) 
    glBegin(GL_POLYGON) 
    for i in range(6): 
        angle = i * pi / 3 
        glVertex3f(cos(angle), sin(angle), 0) 
    glEnd() 

    # Draw top triangle faces 
    glBegin(GL_TRIANGLES) 
    for i in range(6): 
        angle1 = i * pi / 3 
        angle2 = (i + 1) * pi / 3 
        glVertex3f(0, 0, 1) 
        glVertex3f(cos(angle1), sin(angle1), 0) 
        glVertex3f(cos(angle2), sin(angle2), 0) 
    glEnd() 

    # Draw edges 
    glColor4f(0, 0, 0, 1) 
    glBegin(GL_LINE_LOOP) 
    for i in range(6): 
        angle = i * pi / 3 
        glVertex3f(cos(angle), sin(angle), 0) 
    glEnd() 
    glBegin(GL_LINES) 
    for i in range(6): 
        angle = i * pi / 3 
        glVertex3f(cos(angle), sin(angle), 0) 
        glVertex3f(0, 0, 1) 
    glEnd() 

def main(): 
    pygame.init() 
    display = (800, 600) 
    pygame.display.set_mode(display, DOUBLEBUF|OPENGL) 
    gluPerspective(45, (display[0]/display[0]), 0.1, 50.0) 
    glTranslatef(0.0, 0.0, -5.0) 
    glEnable(GL_DEPTH_TEST) 
    glEnable(GL_BLEND) 
    glBlendFunc(GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA) 

    while True: 
        for event in pygame.event.get(): 

    if event.type == pygame.QUIT: 
  pygame.quit() 
  quit() 

    # Keystroke Handling 
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            if event.type == pygame.KEYDOWN: 
                if event.key == pygame.K_UP: 
                    # y-axis view 
                    gluLookAt(5, 0, 0, 0, 0, 0, 0, 1, 0) 
                elif event.key == pygame.K_RIGHT: 
                    # x-axis view 
                    gluLookAt(0, 0, -5, 0, 1, 0, 0, 0, 1) 
                elif event.key == pygame.K_LEFT: 
                    # z-axis view 
                    gluLookAt(0, 5, 0, 0, 0, 0, 0, 0, 1) 
 
 
        glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT) 
 
        HexagonalPyramid() 
 
        pygame.display.flip() 
        pygame.time.wait(10) 
 
main() 

Findings 

In the course of this publication, the principles of the OpenGL open graphics library were studied. 
The created dynamic 3D scene in the Python 3 programming language using the Pygame and  OpenGL 
libraries demonstrates the use of various library functions, such as working with matrices, lighting, and 
rendering primitives. 

These skills can be successfully applied in the development of graphical applications for data 
analysis, virtual reality, and other areas. As a powerful tool, OpenGL provides developers with the flexi-
bility and freedom to create a variety of visual effects and 3D models. 

References 

1. Python: documentation; [Electronic resource].  URL: https://www.python.org/ (accessed: 
21.01.2024) 

2. PyOpenGl: documentation; [Electronic resource]. – URL: 
https://pyopengl.sourceforge.net/documentation/index.html (accessed: 21.01.2024) 

224

_________________________________________________________________________________________________________THE TWENTIETH ISA EMEA&PAKISTAN STUDENT PAPER COMPETITION WINNERS



MONITORING AGRICULTURAL OBJECTS ON THE BASIS OF VISION METHODS 

R. M. Voronov, A. V. Berezin, A. D. Matveev
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Abstract. The article is devoted to the development of a method of automatic recognition of rural objects 
based on the processing of a stream of frames taken from a small aircraft. The article deals with the ac-
tual task of monitoring and control of agricultural objects. The possibilities of computer vision are 
demonstrated, which allows recognizing haystacks and counting their number on the frames taken from a 
small aircraft. The results of the study show high accuracy of recognizing and counting agricultural ob-
jects when using vision methods.  
Keywords: technical vision, monitoring, video frame streaming, object counting, neural network. 

Introduction 

Realization of the process of automatic recognition of rural objects (livestock, crops, etc.) is an 
urgent task of agriculture. The most important aspect of this development is the training of a neural net-
work (NN) and subsequent recognition of objects located on the frames of the video stream. 

Modern agriculture is a dynamic field where conditions can change daily. Factors such as weather 
conditions, soil conditions, plant and animal health affect the yield and performance of farmland. Howev-
er, regardless of these changes, farmers and landowners have the opportunity to take advantage of innova-
tive methods and technologies to optimize their operations and improve efficiency [1-3]. One such ap-
proach is the application of vision techniques to monitor, control and analyze agricultural land, for exam-
ple when controlling harvested crops or controlling livestock numbers. 

PROBLEM STATEMENT 

One of the major challenges in modern agriculture is the need for constant operational monitoring 
and control of the condition of agricultural facilities. Farmers and landowners must constantly monitor the 
condition of their land, plants and animals, as well as assess the volume of crop yields after it has been 
harvested. This can be quite a time-consuming task, especially when monitoring large areas. 

In order to overcome this problem, a vision-based approach has been implemented. 
As a result of this approach, the counting of the number of diverse ground objects on the video 

stream frames collected from small aircraft is realized [4, 5]. 

PREPARATION OF DATA FOR TRAINING THE NEURAL NETWORK MODEL 

Data preparation is a key step in the NS training process when implementing vision-guided sys-
tems. This stage includes data collection, preprocessing and conversion into a format that can be used by 
the NS model for training. Subsequently, the data is divided into training (70%) and test (30%) samples. 
In this case, the data for recognizing haystacks [6] on video stream frames were trained. Below we pre-
sent the methodology of video data preparation for NS training, which consists of 5 steps. 

Step 1: Data collection and processing. 
The original video material was split into a separate number of frames using ffmpeg tool [7]. This 

process is called dividing the video into frames. This step is necessary to convert the video into a format 
that can be used to train the NS model. 

Step 2: Data partitioning 
Further selected at the previous step frames on the basis of using the software resource roboflow 

[8], it is required to carry out data partitioning on this set of frames, only those of their areas where there 
are objects of interest to form a mask of the object in order to further recognize it. 

This data partitioning process performs the assignment of labels or categories to objects on the 
frames, which are then used to train the NS model. 

Step 3: Data granularity 
Next, each individual frame is divided into 9 3x3 cells to increase the accuracy of small object 

recognition. This process is referred to as splitting the training sample frames into individual cells, which 
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allows the model to analyze and process images at a more detailed level, which subsequently improves 
the accuracy and efficiency of recognizing agricultural ground objects. 

Step 4: Data Augmentation 
Also, the training frames were supplemented with similar frames with blur effect. This was done 

to enable the NS model to recognize haystacks [6] in poor quality images. This process is called data 
augmentation and involves creating new data by applying various transformations to existing data such as 
rotation, scaling, flipping, etc. 

Step 5: Splitting the data 
Finally, the original video data was divided into two parts: 70% of the data was used for training 

the NS model and 30% was used for testing. This process is called splitting the data into training and test 
samples. Splitting the data into training and test samples allows us to evaluate how accurately the trained 
NS model can extend its knowledge to previously unused test data. 

OBJECT SEARCH AND COUNTING 

Having trained the neural network, it is further required to test it on the data that did not partici-
pate in the process of its training. These test data also need to be converted from video format into sepa-
rate frames – images. This is done by splitting the video into separate frames. For example, a video with a 
rate of 60 frames per second and a duration of 30 seconds will be split into 1800 individual frames. 

Each individual frame is then passed through an NS model that highlights the haystacks in the 
current image. This can be accomplished using a variety of methods, including the use of Ultralytics li-
brary tools [7]. 

After that, each haystack is selected in the frame. In this case, each haystack [6] is assigned a 
unique identification number (UIN), which allows identifying and counting these agricultural objects in 
the frame. 

Thus, counting of the number of haystacks on the current frame at the moment is realized, and al-
so the UINs of haystacks are used to count their total number of haystacks. This allows to avoid counting 
when counting the same object several times. 

Once all the frames are processed, they are merged back into the video and saved for future use. 
It should be noted that the objects to be recognized (Fig. 1) are haystacks and represent a charac-

teristic structure, easily recognizable due to their conical or cylindrical shape. Their color is usually yel-
lowish-brown, which is due to the drying and maturing process of hay. This color allows haystacks to be 
distinguished from other objects in the field, such as animals or farm machinery. 

 

Fig. 1. Object to be recognized – haystack 

Thus, the distinguishing features of haystacks [6], such as shape and color, allow the use of vision 
and object recognition techniques to identify and distinguish them in the field, which can be useful in ap-
plications such as farmland monitoring, harvest planning and yield estimation in general. 

RESULTS OF COMPUTER EXPERIMENTS 

On the video stream frame, the NS successfully detected haystack objects and performed count-
ing of their total number as well as the current number in the frame (Fig. 2).  
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Fig. 2. Program results 

Green borders around the objects indicate correct recognition and assignment of UINs to them. It 
should be noted that the size of the stacks is quite small, which makes their visual detection difficult, but 
the model coped with this task successfully. 

From the computer experiment, it follows that the NS model correctly recognized 192 haystacks 
out of 193 possible haystacks, this indicates a high recognition accuracy, which is 99%.  

Conclusion 

Within the framework of this research, a process is implemented that allows to automatically rec-
ognize haystacks on video stream frames and count their number. This together allows to automate the 
process of accounting of agricultural objects. 

Much attention is paid to the process of preparing the data selected for training the NS model. 
The trained model is implemented on the basis of YOLOv8 [9-11], which demonstrated high accuracy in 
haystack recognition, reaching a level of about 99%. 

As a result, the problem of automatic haystack detection in wheat fields is successfully solved. 
The developed model is able to recognize haystacks in the frames of the video stream, track their total 
number, as well as the number in the current frame. This makes the model an effective tool for automa-
tion and optimization of agricultural processes. 
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STABILIZATION OF FALSE ALARMS OF THE DETECTOR  
OF INFORMATION SIGNALS OBSERVED AGAINST THE BACKGROUND 

OF INTERFERENCE FROM UNDERLYING SURFACES 

Ivan Yudin 
Saint Petersburg State University of Aerospace Instrumentation, 

Saint Petersburg, Russia, 
E-mail: ivan-yudin@mail.ru

Abstract. When detecting physical objects in a given search area against the background of reflections of 
location signals from underlying surfaces, it is necessary to ensure a specified level of false alarms of 
detectors. An algorithm is proposed to ensure the level of false alarms when searching for objects against 
the background of reflections from the sea surface and from the ground, while stabilizing false alarms 
occurs regardless of the type of underlying surface. 
Keywords: mathematical model, underlying surface, location pulses, digital detectors, false alarms, in-
formation signal, 

When receiving information signals observed against the background of the internal noise of re-
ceiving devices and reflections from underlying surfaces, the problem of stabilizing false alarms of input 
signal detectors is always solved [1]. This task is complicated by the fact that reflections from underlying 
surfaces, in particular the surface of the earth and the sea surface, differ quite strongly in their statistical 
characteristics [2]. For reflections from the sea surface, the most common model of fluctuations in signal 
amplitudes and powers is the log-normal distribution law [3]. For reflections from the earth's surface, 
when approximating the amplitude distribution law, the Rayleigh distribution law is often used [4], and 
for power fluctuations, the exponential distribution law is often used [5]. The intrinsic noise of receiving 
devices is always assumed to be normal, so the Rayleigh distribution law is used to describe the envelope 
of this noise. 

Since the arrival time of information pulses is unknown, detection of the presence of an infor-
mation signal at the inputs of receiving devices occurs over a certain time interval. In this case, this inter-
val is divided into several subintervals, each of which contains a separate detector. Thus, detection occurs 
in parallel on all subintervals simultaneously [6]. The most commonly used detectors are well-known dig-
ital detectors of the “k out of n” type, which are quite simple to implement and are actually quasi-optimal 
[7], since they lose to optimal detectors of deterministic signals against the background of normal noise 
by no more than 1.5-2.0 decibels. 

A generalized block diagram of the “k out of n” detector is shown in Fig. 1. 

Entrance

∆υ 
Detector Digital comparatorAnalog 

comparator Storage device

Exit
1 
0

Analogue 
threshold

Digital 
threshold

Fig. 1. Generalized block diagram of the “k out of n” detector 

A packet of n radio pulses is supplied to the detector input. The detector contains two thresholds: 
an analog threshold for video pulses after the detector equal to U0 and a digital threshold k0 for the storage 
sum. An analog comparator converts a sequence of analog video pulses into a sequence of binary signals 
“1” and “0”, accumulated in the drive. The digital threshold k0 is the detection threshold; in the case when 
the total signal of the drive exceeds this threshold, a detection signal “1” is issued. If during the reception 
of a packet of n pulses the threshold k0 is not exceeded, then a “0” signal is issued – no detection, that is, 
the absence of an information signal at the input of the receiving devices. 

The probabilities of correct detection Рpo and false alarm Рlt, with a fixed burst length n, are de-
termined by the expressions 

Вероятности правильного обнаружения Рпо и ложной тревоги Рлт, при фиксированной 
длине пачки n, определяются выражениями 
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where Рs and Рi are the probabilities of generating a “1” signal at the output of the analog comparator, that 
is, the probability of exceeding the analog threshold U0 in the presence of an additive mixture of infor-
mation signal and interference or only interference at the input of the analog comparator (detector output), 
respectively. 

We are interested in the lower expression of formula (1), which determines the probability Рlt the 
probability of operation of an analog comparator (formation of a binary signal “1”) in the presence of on-
ly noise at the input of the comparator. This probability is given by the expression 
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where fi(U) is the noise envelope distribution density. 
 
By interference we mean reflections from the underlying surface of the earth or sea and the inher-

ent noise of the receiving devices of automation systems. The envelope of reflections from the earth's sur-
face and its own noise are described by the Rayleigh distribution 
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where 2σ = R RР is the average interference power. The envelope of reflections from the sea surface is de-
scribed by a log-normal distribution 
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where LA  and σL  are the distribution parameters through which the average power of radio interference 

pulses is expressed as 2 20.5 exp(2σ )=L L LP A  [8]. 
When observing input signals in receiving devices, automatic gain control systems are always 

used to expand the dynamic range, maintaining the power of the input signal due to reflections from un-
derlying surfaces and self-noise at a certain fixed level. Due to this, the powers of the input signals from 
the underlying surfaces and our own can be considered the same. In our case, this leads to the equality of 
the second initial moments of the distributions defined by expressions (1) and (2), that is, to the equality 

 ( ) ( )2 2

0 0

.
∞ ∞

=∫ ∫R Lx f x dx x f x dx  (5) 

In equality (5) it is necessary to take into account the following feature. The Rayleigh distribu-
tion, represented by expression (3), is one-parameter, and the log-normal distribution, represented by ex-
pression (4), contains two distribution parameters. Therefore, the right side of expression (5) depends on 
only one parameter 2σR , and the left side of expression (5) depends on two parameters LA  and 2σL . In this 
case, equality (5) can be achieved for different ratios of these two parameters. It is known from empirical 
observations that the underlying surfaces have almost identical coefficients of variation, which makes it 
possible to select parameters LA  and 2σL  in such a way that not only the second initial moments of distri-
butions (3) and (4) are equal, but that their average values and variances are equal. 
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As follows from expression (1), stabilization of false alarms of the Рlt is achieved due to stabiliza-
tion – the probability of generating a “1” signal at the output of the analog comparator in the absence of 
an information signal at its input. It follows that the analog comparator thresholds for Rayleigh noise U0R 
and log-normal noise U0L must be such that ensure equality of Рi. 

Calculating the corresponding dependences φR(Рi) and φL(Рi) of the thresholds U0R and U0L on Рi, 
we get 
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where Ф-1(.) is the inverse function of the Laplace integral. When calculating expression (6), we addition-
ally used the condition of equality of mathematical expectations and variances of the Rayleigh and log-
normal probability distribution densities. The dependence graphs U0R=φR(Рi) and U0L=φL(Рi) are shown in 
Fig. 2. 
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Fig. 2. Dependence of analog comparator thresholds U0R and U0L on the value of Рi. 

The curves intersect at i i=Р Р , which is the root of the equation 

( )( )( )1
i iexp 2 1 σ ln 0,−σ Φ − − + =L LP P , (7) 

the numerical solution of which gives the value i 0.096=Р , and the threshold is equal to 

0 0 0 2.166= = =R LU U U . The values of the thresholds U0R and U0L are expressed in units σR , which 
must be taken into account in practical calculations; here we set it σR  equal to unity. 

Moreover, if we introduce a generalized mathematical model of reflections from land and sea, us-
ing the Huber model [9] in the form 

( ) ( ) ( ) ( )1 ,= γ + − γRL R Lf x f x f x , (8) 

where γ is a certain coefficient 0 1,≤ γ ≤ in the Huber model is the clogging coefficient, but in this case it 
is simply a parameter of the generalized distribution, which at γ=1 goes into the Rayleigh distribution, 
and at γ=0 goes over into the lognormal distribution. This distribution is also convenient in that some-
times interference from the sea surface is described using the Rayleigh distribution, and fluctuations in 
interference from the earth’s surface are described by a lognormal distribution [10]. The obtained conclu-
sions regarding the stabilization of false positives by detectors apply to the entire presented family of dis-
tributions, of which the Rayleigh distribution and the lognormal distribution are particular extreme cases. 

Thus, when choosing the digital threshold of the analog comparator equal 0 2.166= σRU , we en-
sure, in the presence of an automatic gain control system, that the probability of false alarms of Рлт detec-
tors is independent of the type of underlying surfaces – from the underlying surface of the earth and the 
sea surface. This, of course, ensures support for the Рлт value in the absence of interference signals caused 
by reflections of location signals from underlying surfaces, that is, the probability of false alarms of the 
Рлт in the presence of only the inherent noise of the receiving devices. 
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RESEARCH OF NEURAL NETWORK METHODS  
FOR CLASSIFICATION OF THE EARTH'S SURFACE 
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Abstract: The article is devoted to the study of the use of machine learning methods for classifying the 
earth's surface based on satellite images as earth remote sensing data. In this work, some of the most 
popular and accurate neural network models were selected for consideration. The process of data prepa-
ration, feature selection, and model tuning is described. The results of the study show high classification 
accuracy when using the considered methods. The resulting technique can form the basis of a compre-
hensive system for high-precision analysis of remote sensing data not only from satellite images, but also 
from all optical sources. 
Keywords: Machine learning, convolutional networks, image classification, remote sensing. 

Introduction 

Classification of satellite images from a satellite or from an unmanned aerial vehicle is one of the 
key tasks in the field of processing and analysis of remote sensing data. As the number of remote sensing 
images available increases, the need for automatic processing and analysis of these data increases [1]. 

The purpose of this research is to develop an automatic algorithm for processing remote sensing 
images. To do this, it is proposed to solve the problem of classifying sectors in satellite images into vari-
ous classes. 

Formulation of the problem 

To extract meaningful information from huge volumes of earth remote sensing data, it is neces-
sary to divide large data into small parts and only then perform detailed processing of satellite images for 
the resulting parts or sectors. However, manual processing of large volumes of data is time-consuming, 
subjective, and often impractical for large-scale analysis. Therefore, there is a need to develop an auto-
mated solution that can quickly and accurately process images based on their content [2]. 

This research addresses the challenge of creating an efficient and robust image classification 
model that can cope with the complexities and variations present in remote sensing imagery. 

In solving this problem, emphasis should be placed on the best solution for analyzing earth re-
mote sensing images and ensuring timely decision making in various fields [3]. 

Fig. 1. Graphic description of data in the form of a chart 
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The selected dataset provides a valuable resource for training, validating and testing machine 
learning models for satellite image classification tasks in solving earth remote sensing problems. 

Description of the dataset 

The RSI-CB256 satellite image classification input parameters used in the study [4] represent an 
extensive collection of satellite images specifically dedicated to the analysis of remote sensing images. 
This dataset contains imagery from a variety of sources, including sensors and Google Maps snapshots, 
providing a rich representation of different landscapes and scenarios. In addition, the dataset includes four 
separate classes (Fig. 1), each of which corresponds to a unique category of satellite imagery. 

Data processing 

Before we start training our models, we need to examine the selected dataset. To do this, the 
number of images in each class is displayed using a bar chart (Fig. 2). 

 

Fig. 2. Graphical determination of the number of images in each class 

To get an idea of the data, 4 random images are selected in each class. This will help you visual-
ize the content of the images and better understand what data they contain (Fig. 3). 

 

Fig. 3. Selecting a random sample of each class for clarity of data presentation 
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Having examined the sample, we can conclude that the data does indeed contain remote sensing 
images of the earth. 

After this, the entire data set is mixed and divided into 2 samples: training and test [5]. 
To expand the training set and bring the model “retraining” to different conditions for obtaining 

images, the “ImageDataGenerator” class is used with modification methods, such as: rotation by a certain 
number of degrees, shift, scaling and offset. While the test sample with the “ImageDataGenerator” class 
uses only scaling to avoid loss of classification accuracy when checking models during “retraining” [6]. 

Results 

In the process of “retraining” the models, those that showed the best results were selected. The 
classification efficiency of each model exceeds 90 percent. The resulting loss and accuracy achieved by 
each model are presented in Table 1. 

Table 1 

Comparative table of the results of assessing the accuracy of retrained models on the test sample 

Model name Minimal loss of accuracy Maximum model accuracy 
ResNet 1.037233e-07 1.000000 
VGG19 8.473640e-07 1.000000 

MobileNet 1.545546e-02 0.995438 
InceptionV3 1.602876e-02 0.993998 

CNN 1.958975e-01 0.927491 

ResNet and VGG19 models show the best results, achieving more than 99% accuracy in satellite 
image classification. These models successfully extract relevant features from images, resulting in accu-
rate predictions. The InceptionV3 and MobileNetV2 models also perform well with accuracy close to 
100%. Of all of them, only the classical convolutional neural network (CNN) is inferior in accuracy, 
achieving approximately 92% accuracy. 

Conclusion 

The high accuracy of the retrained ResNet and VGG19 models demonstrates their effectiveness in 
classifying satellite images. These models use pre-trained architectures and have rich feature extraction 
capabilities, allowing them to capture important patterns and structures in images. InceptionV3 and Mo-
bileNetV2 also perform well, but with slightly lower accuracy than ResNet and VGG19, making them 
suitable choices for this task. 

Only the classical convolutional neural network (CNN) with the recreated architecture shows 
lower accuracy, indicating limitations in its ability to capture complex patterns and features compared to 
models that have pre-trained weights. 

The results highlight the importance of using pre-trained models and knowledge transfer in satel-
lite image classification. By leveraging knowledge gained from large sampled images, pre-trained models 
can effectively extract meaningful features from satellite images, improving classification accuracy. The 
higher accuracy achieved by the ResNet and VGG19 models indicates that they learned generalized fea-
tures that are most relevant to the task at hand. However, specific requirements and constraints must be 
taken into account when choosing a model, since the “ResNet” and “VGG19” models may require higher 
computational resources due to their deep architecture. In contrast, the convolutional model, although less 
accurate, may be more suitable for resource-constrained environments. But it is worth considering that 
CNN is still inferior in accuracy to models “heavier in computational weight,” which indicates potential 
limitations in its ability to identify complex patterns. 

In conclusion, satellite image classification research successfully develops and evaluates machine 
learning models for satellite image classification. 

The results of the study have significant implications for remote sensing image analysis and for 
various fields such as environmental monitoring, land cover mapping, urban planning and disaster re-
sponse [10]. 
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Accurate classification of satellite images allows you to make informed decisions and allocate re-
sources. The use of pre-trained models and knowledge transfer provides a valuable approach to solving 
problems of classification of remote sensing images [11]. 
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Abstract. In the process of design and operation of urban power grids there arises, due to technological 
and economic reasons, the problem of forecasting electrical loads for a certain time period. To date, the 
forecasting methods used are limited by the accuracy of forecasts of network parameters. To increase the 
accuracy and improve the process of predicting the parameters of electrical systems, today machine 
learning, neural networks and parameter estimation models in terms of statistics and probability theory 
are actively used. In this research paper, the types of load forecasting methods in power grids based on 
neural networks will be discussed and their advantages and disadvantages will be discussed. 

The need for load forecasting in power systems 

It is known that the use of high-power electrical equipment and pulse sources has a detrimental 
effect on the public power grid in terms of the quality of electrical energy. Starting, stopping and opera-
tion of such devices distorts the basic electrical characteristics of the network, subsequently affecting oth-
er less powerful and more energy-sensitive appliances. Today, the most active electrification is taking 
place, more and more electrical equipment is being used. The requirements for power quality indicators 
remain unchanged, while the parameters themselves are deteriorating due to the growth of electrical ap-
pliances that actively affect the network indicators by their work, polluting and distorting it. This is why 
compliance with the established parameters of the power grid is one of the most important tasks in the 
electric power industry today. In order to avoid overloading of the circuit due to unstable voltage values 
and other parameters, forecasting tools are used to build a strategy for supplying energy to consumers. 
Based on the obtained forecast, the energy supplier company can adjust the power generation strategy. In 
order to obtain a more accurate forecast of power consumption, there is a need to form a model describing 
the changes in the system parameters considering the dependencies of changes in power consumption. 
The forecasting task means predicting the next values considering the previous values l of some time se-
ries x(t): 

1 2( ) ( ( )..., ( ),( , ..., ),+ = − η η ηqx l d q x t x l  

where d – the prediction step, q – the number of independent variables, ƞ – the independent variables [1]. 
Forecasting can be done in various ways, which can be divided into two main groups: qualitative 

and quantitative. Qualitative methods use a mathematical apparatus based on expert estimates of electrici-
ty consumption. It includes a generalized prediction method and two heuristic methods. On the other 
hand, quantitative methods utilize time sequence analysis, statistical analysis, Bayesian probability based 
forecasting and neural networks. The selection of an appropriate forecasting method should consider var-
ious factors such as the required form of forecast, forecasting time interval, availability of statistical data, 
accuracy and behavior of the system to be forecasted. Depending on the forecasting time interval, fore-
casts can be operational, within the current day, short-term, up to ten days, medium-term, up to several 
months, long-term, up to five years and forward-looking for several years [2]. Traditional forecasting 
methods are based on the analysis of stationary random processes using the correlation function. 

Analytical forecasting method 
Statistical methods are based on analyzing historical load data and extrapolating the data to a fu-

ture period. Examples of such methods are regression analysis and exponential smoothing. Statistical 
methods are based on analyzing past load data. The least squares method is used to find the best straight 
line that approximates past data, the analytical expression is given by the following formula: 

1
( . ) ( , ),

=
= η∑

R

r r
r

i x t x q t
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where: xr (q,t) – expressions forming the basis of the formula of the forecasting algorithm; ƞr – additional 
load correction factor depending on the season. 

Statistical methods have a number of advantages, such as simplicity in use; no requirement for a 
large amount of data, the ability to adapt to different time series and consider seasonal fluctuations of the 
power grid. The disadvantages include low accuracy, especially with non-linear data, and lack of consid-
eration of individual external factors affecting the data. 

Statistical analysis 

The statistical analysis method involves collecting data about the system and constructing an al-
gorithm that calculates a moving average of the predicted load. This type of analysis is often used in 
working with neural network and fuzzy neural network forecasting methods. This method allows you to 
work with new data without resorting to a complete recalculation of the model, but most often anomalous 
values beyond the value of statistics will be ignored by it. The main advantages of this method include: 
consideration of many factors affecting the load, and high accuracy of the forecast. The disadvantages 
are: the need for a large volume to build dependencies and probabilities of occurrence of certain events, 
the presence of a clear mathematical description of the process and the model of the system of occurrence 
of events to obtain accurate forecast results. 

Regression analysis 

The regression method is most often used mainly with tasks related to the construction of a math-
ematical model of the object and its identification. In order to obtain a forecast, it is required to build a 
model of the object behavior and identify external factors influencing the system. Due to the fact that this 
method considers many parameters affecting the system, this method is suitable for solving the problem 
of predicting the output value of voltage in the power grid. The advantages of regression analysis are: 
simple implementation both in mathematical and software form, construction of the result of predicted 
values on the basis of previous values and consideration of external factors affecting the system. The dis-
advantages of the method include: the dependence of the result on the hypothesis on the basis of which 
the model of object behavior is built, in case of choosing an unrealistic scenario, the results obtained after 
forecasting will be unsuitable for working with them, the need to select the type of linearity of the system, 
as well as the calculation of independent variables affecting the behavior of the system, as well as the 
need for a large number of interdependent calculations to obtain forecasting data. 

Forecasting methods using neural networks  

Neural networks refer to a computational structure, a model. For ease of understanding, the prin-
ciple of networks is associated with the work of a human neuron. A neuron consists of three types of ele-
ments adder, multipliers and nonlinear converter. The structure of the above networks consists of trained 
parallel systems by analyzing positive and negative results. Training of neural networks, according to its 
principle, is divided into two types of training with a teacher and without a teacher. The list of tasks 
solved by neural networks in modern power systems includes such tasks as load prediction, control of 
power flows in networks, diagnostics of systems in order to determine faults, management of power sys-
tem operation modes and many other tasks. 

Learning with a teacher implies training a model on pre-labeled data. This data implies input data 
and corresponding target responses. The training data and the training algorithm are prepared before train-
ing the neural network. Unsupervised learning is a type of training a model on an unlabeled data set. The 
essence of this approach is to allow the neural network to identify patterns, structures or relationships 
without prior information about the results. This feature automates the data partitioning process and 
speeds up the neural network development process. More training iterations are required to obtain high 
accuracy. The time spent on the process of training the model is more than that of training with a teacher, 
but reduces the human workload. 

Examples of using the neural network method in grid load forecasting 

In the regression method using neural network, the regression equation describes the growth of 
daily energy consumption on the time interval from 0:00 to 24:00 of one day [2]. The learning model, 
however, is learning with a teacher, the structure of the neuron is the simplest with two inputs and one 
output is shown in Fig. 1. 
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Fig. 1. Schematic of the neuron used in the study 

The accuracy of the described prediction is 96.94%, but it should be understood that to achieve 
such a result we need ready-made, marked-up data on the basis of which the network will be trained. In 
case of changing the step of forecasting depth, it will be necessary to completely redesign the whole sam-
ple of training data and retrain the model. For a particular case the use of such a forecasting method is 
redundant, as more traditional forecasting methods with less waste of resources could cope with such a 
task. 

Multilayer neural networks are a special case of neural network realization using several neurons 
forming a layered structure [3]. A multilayer neural network consists of an input layer, which is the first 
layer of neurons in the network and takes as input the data to be processed, a hidden-intermediate layer 
between the input and output layers, for data processing, and an output layer responsible for the genera-
tion of output values of the entire network, the number of neurons in the output layer depends on the task 
condition. The number of neuron cells in the first layer is equal to the number of characteristics or dimen-
sionality of the input data. Each artificial element in this area takes as input one value from the input data. 
The neurons of the output layer are connected with the neurons of the hidden layer, the results are gener-
ated and calculated using the activation function, and then interpreted into the final result. 

This example considers energy consumption forecasting using a multilayer network consisting of 
three layers. The main information for forecast generation is average data on network loads, as well as 
indirect data affecting the load. Due to its structure, namely the use of a large number of neurons, the 
network is able to process and analyze a huge amount of data, allowing them to perform complex tasks 
such as decoding and image recognition, etc. Due to the ability to use different combinations of neuron 
species in the hidden layer, the network is able to recognize many more connections and patterns in the 
data than conventional single neuron designs. Due to the layered design of the network, adapted systems 
for other tasks do not require a complete redesign of the network, but only a change in one of the layers. 

Due to the complex and voluminous structure of the model, a large amount of training data is re-
quired to obtain accurate modeling results, otherwise one may encounter undertraining of the model or 
overtraining. The process of training and using a multilayer neural network involves a large amount of 
computational resources. This can be an obstacle when working with large amounts of data or on equip-
ment with limited computational capabilities. Due to the complex structure of the neural network, the al-
gorithm to compute the results may be sensitive to anomalous data, which may affect the accuracy of the 
method. 

Fuzzy neural networks (NNF) are a hybrid approach that combines the advantages of fuzzy logic 
and artificial neural networks. They are applied in various fields, including the electric power industry, to 
solve prediction and control problems. This method is used when it is impossible to create a mathematical 
model of the process using standard methods. For realization of neuro-fuzzy forecasting the interaction of 
fuzzy algorithms and neural network approach is used, and sometimes additional description of the logic 
of the investigated process is used. Fuzzy neural networks are able to produce smaller error in forecasting, 
due to smooth approximation of threshold functions by fuzzy way of data representation in the network. 

This approach is based on a system of fuzzy inferences, elements of fuzzy sets, rules and reason-
ing that form fuzzy inferences [3]. The technical realization of such an approach is provided by the inter-
action of two types of data for the communication of which a fuzzy system is introduced.  It has a phasifi-
er, which converts the input data set into a fuzzy set at the input, and a dephasifier, which converts the 
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fuzzy sets into a specific value of the output variable at the output. The phasificator converts a crisp set of 
input data into a fuzzy set defined through a membership function. The defuzzifier performs the inverse 
task, creating a definite solution with respect to the input variable based on many fuzzy outputs that the 
executive module of the fuzzy system creates. The output of the output module can be represented as M 
fuzzy sets, which define the measurement range of the output variable. The defuzzifier then converts the 
range into a specific value which is taken as the output of the whole system [4]. The most commonly used 
membership functions for phasification are Gaussian type, triangular and trapezoidal functions. 

The features of this method include: the possibility of obtaining a model of a complex system in 
the form of fuzzy rules, and because of the similarity of fuzzy systems, it is possible to use the experience 
of previous systems and experts in the creation of new ones, NNFs are able to adapt to changing condi-
tions and non-stationary data, which makes them useful for predicting electricity consumption and other 
variables in the power system, NNFs are based on fuzzy logic, which provides a clearer and more trans-
parent view of the prediction process, NNFs have a high level of predictive power, NNFs are able to use 
the data from the model to predict electricity consumption. 

At the same time in this methodology there is no model training and it is not possible to use mod-
el data to modify the model. Model building is due to the combination of fuzzy mathematics and logic, 
which leads to the limitation of the model structure and input data, and also the model will have to be re-
built completely when the problem changes, as it is not capable of adaptation. 

Conclusion 
Load forecasting in an electrical network with distributed energy resources is an important task 

that requires the application of effective analysis and forecasting methods. The methods considered in this 
paper, such as linear regression, statistical method, neural network method and fuzzy neural networks, 
allow obtaining sufficiently accurate results and can be used depending on the specifics of the problem 
and available data. 

However, it should be noted that none of the considered methods is universal and ideal for all 
cases. Therefore, in order to obtain the most accurate and reliable results, it is recommended to combine 
different methods and approaches, as well as to evaluate their effectiveness based on different metrics and 
criteria. 

Thus, to solve the problem of load forecasting in power grids with distributed generation, it is 
necessary to develop a flexible forecasting system that will be able to adapt to different conditions and 
consider multiple factors affecting the load. 
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SIMULATION OF A CORRELATION NAVIGATION SYSTEM FOR CONTROLLING 
THE TRAJECTORY OF AN AIR OBJECT WHEN DEVIATING FROM THE ROUTE 
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Abstract. The simulation of a navigation system in the Matlab environment based on the principle of cor-
relation of two trajectories is considered. The model simulates an aerial object (VO) with a vertically 
mounted altimeter and a pre-loaded reference altitude map of the area being flown with a known flight 
route. 
Keywords: Matlab, height matrix, sampling of values, calculation of correlation coefficients, algorithm, 
index search 

Introduction 

Correlation navigation systems are a promising tool for flight control and orientation on the 
ground. This scientific article presents a simulation of a correlation navigation system in a development 
environment Matlab. 

Creating an application 

We will simulate the system in the Matlab App Design package, which allows you to create com-
plete applications and presents all the necessary tools for this. An illustration of the appearance of the ap-
plication and its operation is shown in figures 1 and 2. 

The application works according to the following principle. There is a reference set of heights of 
the area being flown in the form of a matrix and a flight route of this area in the form of a set of indices of 
this matrix. A two-dimensional array simulating a hilly terrain map was taken as a reference matrix [1]. 

The distance between the route points, as well as the distance between the cells of the reference 
matrix, depends on the speed of the shooting device. For simplicity of construction, we assume that all 
points of the route were taken after the time Δt [2]. 

At the initial moment of time and after Δt, the obtained height value from the altimeter is com-
pared with the reference height value from the matrix. If the values match, or if the received value does 
not exceed the acceptable limits determined by the deviation value, the application considers that the AO 
is moving correctly and compares the point of our location with the route point at a given time.  

Fig. 1. Application appearance 
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Fig. 2. An example of how the application works 

If the obtained altitude value from the altimeter goes beyond the boundaries set by the error, that 
is, we deviated from the route, then an algorithm for determining the location of the AO is launched, dur-
ing which a matrix with altitude values in the vicinity of the route point is formed, which can also be ad-
justed further depending on the correlation coefficients [3]. In this "cut-out" matrix, the height value ob-
tained from the altimeter is searched, if the result is negative, the cell that is as close as possible to the 
obtained height value is taken for the current location.  

The indices of this cell are translated into the indices of the reference matrix and the point of our 
location is placed on the graph. Also, based on the indices found, it is possible to correct the movement 
AO [4]. If there are more than three marks (points) of our flight, then the calculation of the correlation 
coefficients according to the formula (1) for the x and y coordinates will begin [5]. 
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Where xi is the number of the column (line) at the i-th moment of the route, xav – the arithmetic 
mean of n numbers of columns (lines) of the route, xi

’ – the number of the column (row) at the i-th mo-
ment of flight time AO, xav

’ – the arithmetic mean of the n numbers of columns (rows) of the flight AO.  
An illustration of the principle of operation of the algorithm is shown in figure 3. 
By pressing the "Download etalon matrix" button, the reference matrix is loaded, variables, ma-

trices, arrays are declared and initialized, and a flight path already pre-recorded in the code is also built 
upon pressing. The block diagram is shown in figure 4. 

The "Hpol" slider simulates the altimeter readings taken after a time of Δt. Also, by moving the 
slider, a subroutine is called that sets the point of our location and calculates the correlation coefficients 
[5]. The block diagram is shown in figure 5. 
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Fig. 3. An illustration of the principle 
of operation of the algorithm 

Fig. 4. Block diagram  
of the button press processing routine 

Fig. 5. Block diagram of the slider movement processing routine 
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Conclusion 

This article discusses the simulation of a correlation navigation system in the Matlab environ-
ment. As a result, an application was created that simulates the operation of this system. Using such an 
application allows you to visually display the results of research in the field of autonomous navigation, as 
well as serve as a prototype in the creation of advanced programs for a similar purpose. 
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СENTRALIZED SYSTEM FOR BUILDING DYNAMICALLY 
RESCHEDULED ROUTES OF ROBOTIC COMPLEXES  
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Abstract. The navigation system is an integral part of the functioning of the mobile robotic complex. The 
success of the tasks performed will depend on the effectiveness of this system. The purpose of building an 
intelligent centralized navigation system is to collect more information for the operation of the complex, 
simplify the process of its processing and transformation, accelerate the process of forming and creating 
tasks for mobile robots. This system also provides for the creation of several security circuits to ensure 
fault tolerance. The advantages of the resulting system are considered, as well as the conditions for its 
effective use. 

In general, a mobile robotics complex includes: mobile robots, a navigation system, communica-
tion channels, and external security systems. In this case, the robot is the executive body. The navigation 
system converts incoming tasks for the robot to complete them. Communication channels are necessary 
for the exchange of information between all parts of the complex. Safety systems ensure proper trouble-
free operation. Accordingly, a navigation system is necessary for the proper functioning of the robotic 
complex, which includes mobile platforms. These systems are created for certain robots and for specific 
working conditions, which is why there are a huge number of them.  

Task statement: it is necessary to develop a system for the centralized construction of dynamical-
ly tunable routes for a production complex with a pre-known layout and with an unknown constantly up-
dated environment of obstacles, people, other robots, loaders. At this stage, a simplified simulation model 
of the room is used to test the system (Fig. 1) [1]. 

Fig. 1. Simplified simulation model 

Navigation systems are divided into 3 types [2]: 
- global: the mobile robot is able to determine its absolute coordinates; it is most often used over

long distances; 
- local: coordinates are calculated relative to a specific point, applied to an already known territo-

ry; 
- Personal: Robot positioning is used to perform small localized tasks.
For a production facility, the choice of a local system prevails. The mobile robot will transmit its

coordinates to the centralized control system at each time interval. This is necessary for proper position-
ing and route planning. Movement tasks will be issued in small portions, following the points of move-
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ment. This is necessary to quickly change the movement of the mobile robot in case of rescheduling the 
final route.   

The main problem is to identify dynamic obstacles and choose the right method to bypass them. 
In most robotic complexes (RTC), this task will be performed locally on mobile robots. However, the 
sensor field of view is not enough for a comprehensive analysis of the situation. To solve the described 
problem, the use of computer vision is proposed.  

Cameras installed in the production room will allow you to get information immediately from a 
large area of the terrain, even outside the current range of robots. The analysis of objects will provide 
comprehensive information about the dimensions, speed and nature of the movement of a potential obsta-
cle.  

Object detection is performed by two parallel systems:  
1) The neural network allows you to accurately determine the type of object and its approximate 

parameters: the speed, the nature of the movement, the potential purpose of the movement. However, im-
age processing can take a long time, and it also requires significant computing power.  

2) The system based on image subtraction allows you to accurately determine the discrepancy 
with the original and identify an obstacle. For the system to work, it is necessary to image at the initial 
moment of time with the absence of obstacles and unnecessary objects. The images are converted to a 
black and white spectrum. In the future, the color value of each pixel of the new and original image is 
subtracted. An image is obtained in which only objects that were not in the primary image are visible. For 
more accurate work, it is necessary to convert brightness, contrast and blur to compensate for changes in 
lighting and visibility in the production room. It is also necessary to filter out information by the bounda-
ry brightness coefficient of the pixel. This system can get the parameters of an object only when it is ac-
tually moving. The definition of an object in time occurs by combining the area of the object's location at 
the moment with the area of its location at the last moment. This method is not able to accurately deter-
mine the type of obstacle, but its reliability allows you to guarantee the reliability of the system as a 
whole.  

At the next stage, it is necessary to make a perspective transformation to combine the found ob-
stacle with the layout. To do this, it is necessary to obtain the homography of the image [3]. Image 
homography is the basic transformation of planes in a two-dimensional image. The transformation is car-
ried out by obtaining a homography matrix connecting the positions of the points of the plane of the 
source image with the points of the plane of the final image.  The minimum number of required points is 
4 (Fig. 2). 

 

Fig. 2. Image homography 

Obtaining these points is possible by defining markers. It is also possible to obtain homography 
using the already known homography matrix, but this approach implies complex configuration, low flexi-
bility of changes, as well as labor-intensive implementation and modification of the system. Any uniquely 
identifiable object can be a marker, and there are 2 approaches to detecting them: 

1) neural network: It is fast, insensitive to distortion, and uniquely identifies an object, but this 
method does not allow us to calculate homography.; 

2) Highlight key points: allows you to calculate the tomography. 
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To simplify and speed up the process, a special type of markers is used: ArUco [4].  To combine, 
a simplified enterprise layout is used to plan routes with marked markers (Fig. 3). This layout is an image 
in a two–color format, where white is the area of movement allowed for mobile robots, black is a prohib-
ited area, obstacles. 

Fig. 3.  Simplified layout 

One marker in the image can provide enough information to obtain the homography of the image, 
however, with a small relative size of the marker in the image, perspective lines will vary greatly in angle 
of inclination, because of this it is advisable to combine several ArUco markers into a group. This reduces 
the image overlay error. Fig. 4 and 5 – comparison of the transformation of 1 marker and 2 with a small 
change in the camera angle, while the markers themselves are visually the same square shape. 

Fig. 4. Homography by 1 marker 

Fig. 5. Homography by 2 markers
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Fig. 6. Detected objects 

The resulting final image is superimposed on a simplified layout. In this way, the relative coordi-
nates of the obstacle are unambiguously determined. In the future, it is also possible to transform the ob-
stacle map depending on the nature, direction and speed of movement. 

 

Fig. 7. The resulting map of the permitted traffic area 

At the next stage, the resulting map of the permitted traffic area for mobile robots is transferred to 
the route building module. In this case, a module based on the A* algorithm is used [5, 6]. This module in 
production receives the current position of mobile robots, a blue marker in the example (Figures 8 and 9), 
and a target position, a red marker in the example, which comes as a task from MES, another production 
management system or from the operator. 

 

Fig. 8. RTC route: a – initial, b – rebuilt 
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To improve the reliability of the system, it is also necessary to transmit information from the local 
security systems of mobile robots to create re-planned routes in case of failure of the computer vision sys-
tem.  

Thus, the resulting system of centralized construction of dynamic RTC routes differs: 
1) Good reliability due to additional information processing circuits;
2) Accuracy due to the operation of several systems for detecting and confirming the situation in

the production complex; 
3) Speed, however, this parameter strongly depends on the scale of the production complex, on

the parameters and quality of the neural network, on the selected transformations of the camera image in 
brightness, contrast, and blur. In the example presented, the speed of information processing and building 
new routes for 1 mobile robot is less than 0.002 s. 

The advantages of the system in question, in comparison with others, are: 
1) Comprehensive analysis of the situation and information about the movement of objects in the

enterprise; 
2) A wider overview as opposed to local robot security systems;
3) Optimal route realignment due to the information received earlier.
However, it is advisable to use this system in industries with a frequently changing environment,

with loaders and people moving along the trajectories of mobile robots. For other cases, this system is 
overloaded and difficult to set up. 
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