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STRUCTURAL DIFFERENCES OF SIGNALS FORMED 

IN THE BASIS FINITE FUNCTIONS 

Aleksandr Fedotovich Kriachko 

SUAI 

Saint-Petersburg, Russia 

e-mail: alex_k34.ru@mail.ru

Abstract 

The results of the study are proposed, showing the structural differences of the double phase shift keying 

signals formed on the basis of fragments of harmonics and wavelets in the frequency and time domain. An 

approach to the synthesis of wavelet signals is presented, their advantages and disadvantages are analyzed. An 

analytical expression for evaluating the noise immunity of wavelet signals is obtained. Recommendations for 

their application are formulated. 

Keywords: wavelet signals, noise immunity, formation of phase-shift keyed signals. 

 Introduction 

A summary of fundamental work on wavelet analysis presented by Chui C.K. in [1], opened up wide 

opportunities for researchers for its practical implementation in various branches of science. Traditionally, 

wavelet transform methods are actively used in solving problems of stochastic and fractal analysis, as evi-

denced by fairly recent publications [2-4], in approximation problems [5], as well as in pattern recognition and 

filtering [6, 7]. 

At the same time, the uniqueness of the properties of wavelets for energy localization in time-frequency 

space opens up wide opportunities for the synthesis of manipulated signals on their basis in the interests of 

various radio engineering applications [8, 9], including information transmission [10, 11].  

This direction is quite interesting, since it opens up new opportunities for using multiple-scale analysis. 

In particular, the structural differences between wavelets and harmonics used as carrier oscillations endows 

the signals formed on their basis with unique properties that make it possible to increase the noise immunity 

of reception [12]. But these issues require further study. 

Taking these circumstances into account, this paper presents the results of studying the structural differ-

ences between wavelets and harmonics, which are essential for noise immunity. In addition, the article presents 

an approach to the formation of phase-shift keyed signals based on fragments of the first-order Gaussian wave-

let. 

Theoretical substantiation of the possibility of using wavelets 

for the synthesis of signal structures based on them  

According to [1], wavelets ( ) t  are basic functions of some space 2 ( )L R  formed by integer scaling of

the original mother wavelet. In [1], it is substantiated that the analogue of frequency for wavelets is the scale 

parameter k, which determines the form of representation of the resulting structures (2 )  k t  of the form, 

here k, τ – are integers. 

Then, by means of scale transformations (1/ 2 )k  and time shifts ( / 2 ) k  of the original basic mother 

wavelet ( ) t , it is possible to describe all the time-frequency space used for the synthesis of signal structures. 

Since the norm of the wavelet basis, according to [1], is represented as 

  /2
2 2|| (2 ) || 2 || ( ) ||   k kt t ,      (1) 

then, provided that the parent wavelet 2( ) ( ) t L R  has a unit norm, all subsequent synthesized functions of 

the basis { }τ k  can be described by the following expression: 

/2( ) 2 (2 ), ,     k k
k t t k I ,     (2) 

are also normalized to unity, i.e. 2 2|| || || || 1   k . 

______________________________________________________________________________________________________________PROFESSIONALS SPEAKING



10 

An important feature of wavelets is that any synthesized structure from space 2( )L R  will be orthog-

onal with respect to others if the family { }τ k  defined by relation (1) is an orthonormal basis, i.e. 

τ τ,    k l m k l m .        (3) 

That is, any function x of the indicated space, i.e. 2( )L R , can be represented as a series

,

( ) ( )


 



  k k

k

х t c t .         (4) 

Here kc  – are the coefficients of the basis functions ( )k t . 

However, according to [1], conditions (3) and (4) are insufficient to define a wavelet as a basis function. 

The strictness of this condition presupposes the existence of inverse transformations. But it was shown in [10] 

that for the applications under consideration it is sufficient to satisfy the properties of stability and “approxi-

mate” orthogonally. 

From the indicated positions for the basis (2), such a condition is the properties of the adequacy of the 

expansion (scaling) and shift of the initial wavelet (1/ 2 , / 2 ), , k k k I , as well as the possibility of reverse 

reconstruction up to a constant factor that limits the class of possible basis functions. 

In particular, the Fourier transform for basic wavelets should be equal to zero at the origin [2]. In addition, 

the wavelet used for reconstructions must satisfy the conditions of the Riesz basis, i.e. there are always two 

constants A and B, where 0  A B , which satisfy the relation [1]: 

2

2 2
2 2

2

||{ } || ||{ } ||
 

   

 

   k k k k

k

A c c B c

carried out for any bounded and twice square-summable sequence of coefficients of the basis functions { }kc

: 

2 2
2||{ }|| | |

 

  

 

   k k k

k

c c .    (5) 

In most practical applications, it is sufficient to satisfy the semi-orthogonally properties for the wavelet, 

which provides for the equality of condition (3). In the general case, the conditions for the existence of a 

wavelet correspond to derivatives of high orders of the Gaussian function [10] 

2( ) ( 1) exp( / 2)     
 

m m
m tt t .       (6) 

Here [...] / , 1    m m m
t t m . 

Thus, the functions synthesized on the basis of expression (5), being wavelets, satisfy the conditions for 

the formation of bases on their basis, and, therefore, can be used as a basis for the synthesis of signal structures. 

Wavelet-based signal construction model 

The principle of information transmission by means of signals is based on physical differences in their 

parameters, the gradations of which correspond to various components of the information alphabet [10]. For 

signal structures synthesized in the basis of Fourier functions, these are the amplitude, frequency and phase of 

the carrier waves, as well as their combinations. 

Since wavelets are formed by time shifts and frequency scaling, then as their modulation parameters, one 

can consider the initial phase, amplitude and time shift (duration), as well as their combinations. The choice 

of the considered parameters of wavelets for their modulation is justified in [10]. 

Considering that wavelets are localized functions, their use is justified only in manipulation formats with 

discrete parameter changes. And from the standpoint of ensuring the best noise immunity of reception in [10], 

it was proposed to form signal structures of phase shift keying on the basis of wavelets. In this case, it is 

advisable to use the binary phase-shift keying (BPSK) signal model [11] as the basic one. 
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0 0( ) cos(2 )   BPSK s ms t A f t .        (7) 

In (7) sA  - amplitude value; 0f - carrier frequency; 0 - the initial value of the phase; m - a variable 

phase value determined by the content, for example 
0 "1"

"0"


  


m

if

if
. 

In fig. 1 is a timing diagram of a square wave-keyed BPSK signal. 

mgn

n

( )BPSKs t

t

Fig. 1. BPSK test signal time base 

Analysis of the signal structure ( )BPSKs t

in the form of the circuit shown in Fig. 2, in which the bit sequence of information symbols controls the 

shows that it is a set of repeating radio pulses, the phase values

of which depend on the information modulating symbols, in this case they are opposite. Therefore, such a 

signal can be synthesized by sequential concatenation of radio pulses with different phases, the values of which 

will be determined by the size of the information messages [11]. 

In accordance with the considered approach, the synthesis of the BPSK signal model can be represented 

delivery of radio pulses to the channel. 

Gn 0.9 1

n

1 0 01

с

u

( )BPSKs t( )u t

1 ( )s t

0 ( )s t

G

I

KB

( )WPSKs t

Fig. 2. Structural model of the synthesis of BPSK signals based on sequential switching of radio pulses 

Here G - is a radio pulse generator; I - phase inverter; B - block for forming a bit pulse sequence; K - is 

the key device. 

The BPSK signals are generated as follows. 

At the first stage, the transmission rate is determined by matching the radio pulse duration and the bit 

sequence. 

At the second stage, radio pulses are formed corresponding to the values of logical zeros and ones of the 

information bit sequence ( )u t , the direct form of the radio pulse of the forming sequence 1 ( )s t  is assigned to 

the information value "1", and the inverse (inverse) form 0 ( )s t  to the value - "0". Or vice versa. 

At the third stage, the resulting BPSK signal ( )BPSKs t  is generated by concatenating radio pulse ele-

ments. 

Note that the resulting signal generated in the above way will not differ in its properties from the signal, 

the synthesis of which is reduced to the direct inversion of the high-frequency oscillation phase depending on 

the "1" and "0" information sequence ( )u t . 
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The approach considered opens up the possibility of synthesizing BPSK signals, the shaping pulses of 

which are synthesized in any basis, including the wavelet basis. 

If we define 1 ( )s t  and 0 ( )s t  the corresponding types of wavelets as elements, then the result is a phase-

shift keyed wavelet signal (WPSK). 

Then, following the principle of analogy in accordance with the approach presented in Fig. 2, it is pro-

posed to use a first-order Gaussian wavelet ( ) t , representing the first derivative of the Gaussian function, as 

a forming radio pulse (see formula 7). The validity of this choice is presented in [10]. Analytically, the first-

order Gaussian wavelet is determined by the expression: 

2( ) exp( / 2)   t t t .       (8) 

Analysis of expression (8) indicates the localized nature of the function ( ) t . Therefore, the synthesis of 

continuous vibration based on expression (8) is impossible. However, the direct and inverse forms of the 

Gaussian wavelet can be used as shaping radio pulses, from the fragments of which it is possible to synthesize 

the resulting WPSK signal [10]. 

Note that the localization properties of the wavelet and its two-sided temporal structure fully correspond 

to the properties of the forming oscillations in accordance with the approach considered above. 

The transition to the synthesis of WPSK signals is associated with a replacement in the structural model, 

see Fig. 2, a generator of forming radio pulses. 

In fig. 3 shows fragments of the BPSK and WPSK signals formed on the basis of the block diagram shown 

in Fig. 2. 

z0 i

i

z0i

i

z0 i

i

z0i

i

z0 i

i

z0i

i

1 H0 i

i

1H0i

i

1 H0 i

i

1H0i

i

1 H0 i

i

1H0i

i

t

t

( )BPSKs t

( )WPSKs t

Fig. 3. BPSK signal at the top, WPSK signal at the bottom 

We represent the analytical model of the WPSK signal in the following form: 

2 1   "1"; 
( ) ( 1) exp( / 2),

0  "0".


    



п
WPSK

if
s t t t п

if
  (9) 

Thus, the proposed block diagram, see Fig. 2 allows the synthesis of both BPSK and WPSK signals, 

depending on the type of shaping pulse generator used. 

Structural differences of signal structures formed in the basis of wavelets and Fourier functions 

In [10, 12], the results of a study of the noise immunity properties of WPSK signals are presented. How-

ever, their assessment was obtained on the basis of the data of the conducted modeling. In order to obtain a 

strict analytical dependence, it is advisable to consider in more detail the structural differences between the 

BPSK and WPSK signals. 

So, in fig. 4 shows the fragments of the BPSK and WPSK signals for the duration of one period. Note that 

for equal average power, the peak WPSK outperforms BPSK by a ratio of 1.212 / 1.0, which indicates a higher 

crest factor [13] for the function ( ) t . 
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w x( )

s x( )

x

t

( )t

( )s t
max ( )t

max ( )s t

Т

Fig. 4. Fragments of BPSK and WPSK signals 

At the same time, the BPSK and WPSK signals have different rates of energy rise over the duration of the 

period, as indicated in [11]. 

2

0

1
( ) ( ) d 

t

xE t x t t
T

,   [0; ]t T .       (10) 

In formula (10), either a wavelet or sinusoids will act as a function. In fig. 5 shows the dependences of 

the energy distribution functions for the wavelet ( )E t and sinusoid ( )sE t . 

Ew x( )

Es x( )

x

t

( )E t

( )sE t

Т

max0.95E

max0.75E

АТ

Fig. 5. Wavelet and sinusoidal energy distribution functions 

At the moment indicated on the graph as a point АТ , the function ( )E t  reaches 95% of its maximum 

value, while the function ( )sE t  gains only 75% of its maximum value. 

In the course of the study, the dependence of the functions and was built with a uniform narrowing of the 

interval T on both sides, see Fig. 6. 

( /2)
2

( /2)

1
( ) ( ) d



 

  
Т

x

Т

E x t t
T

.         (11) 

This allowed us to identify the value ЕТ  at which the difference between the functions ( )E t and ( )sE t

will be maximum 
( ) ( )
max


 
s sE t E t

E . 

Ew x( )

Es x( )

Ee x( )

x



( )E 

( )sE 

Т

ЕТ

maxE

Fig. 6. Truncated functions of wavelet and sinusoid energy distributions 
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An analysis of the results obtained shows that narrowing the reception interval of signals built on the basis 

of the considered functions ( ) t  and ( )s t , by a factor of 2.29, will lead to a loss in energy for ( ) t  only 19%, 

while the loss for ( )s t  will reach more than 62%. This allows us to draw the following conclusion. Despite 

the visual similarity of the wavelet and sinusoidal shapes, their structural differences are significant. 

In this regard, the possibility of receiving WPSK signals by paths configured to receive BPSK signals 

seems interesting. 

So, in [14], an analytical expression was obtained for assessing the noise immunity of signals during their 

correlation reception, the interpretation of which in relation to the situation under consideration can be repre-

sented in the following form 

0

)

( )

   
  

  
BPSK

M
р Q

N
,     (12) 

where   M  is the average value of the likelihood ratio based on the results of processing N realizations; 

0( ) N - the variance of the signal difference function, which characterizes the opposite information symbols,

due to the power spectral density of the noise in the channel 0N . 

Then, in accordance with [14, 15], we have 

 1(0)

0

( ) d    
T

M s r t t 1(0) 1 0

0

( )[ ( ) ( )]d 
T

s t s t s t t ,   (13) 

where 1 0( ) ( ) ( ) r t s t s t  is the function of differences between the averaged values of the signals corre-

sponding to the information "1" - 1( )s t  and the information "0" - 0 ( )s t . 

That is, the likelihood ratio is the result of correlating the received signal corresponding to the information 

"0" or "1" 1(0) ( )s t  with the difference function. 

In turn, the variance of the signal difference function in [14] was proposed to be calculated as 

20
0 1 0

0

( ) [ ( ) ( )] d
2

  
T

N
N s t s t t .      (14) 

For calculation   M  under conditions of receiving a WPSK signal in the BPSK processing path, in (13) 

should be replaced 1(0) ( )s t  with 1(0) ( ) t . Obviously, the structural differences between wavelets and sinusoids 

will be reflected in the behavior of the generated difference functions. So, in fig. 7 shows the dependences of 

the moduli of the difference functions between opposite signals of sinusoids ( )ssr t , as well as sinusoids and 

wavelets ( )wsr t . 

Rs x( )

Rws x( )

x

t

( )wsr t

Т

( )ssr t

Fig. 7. Opposite signal difference functions 

Analysis of the results presented in Fig. 7 is interesting in that the nature of the function ( )wsr t  has an 

extreme, i.e. in the conditions of a priori knowledge about the reception of the WPSK signal in the BPSK path, 
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it is possible to select a correlation interval that excludes a decrease in the resulting noise immunity. Since in 

the situation under consideration ( )wsr t , the value will be only 85% of the value ( )ssr t . 

In fig. 8 shows the results of evaluating the noise immunity of reception in terms of the probability of a 

bit error wsр  and ssр , accordingly, when receiving signals ( )WPSKs t  and ( )BPSKs t  in the BPSK processing 

path. 

0 1 2 3 4 5 6 7 8 9 10 11 12
1 10

6


1 10
5



1 10
4



1 10
3



0.01

0.1

1

pc h( )

pw h( )

20 log h( )

max0.95E

2

0h

ssр wsр

Fig. 8. The dependence of the coefficient of variation of the field amplitude 

at the aperture of the antenna from the efficiency 

In fig. 8 2
0h  - the ratio of the signal power to the spectral density of the noise power, expressed in dB. 

It should be noted that the resulting reduction in noise immunity in terms of the bit error probability 
610ssр  for wsр  will be within 0.5 dB. 

CONCLUSIONS 

The results of the study of the structural differences between wavelets and sinusoids showed that the 

practical application of WPSK signals for information transmission has both its advantages and disadvantages. 

The disadvantages include an increase in the reception bandwidth and an increase in the transmit crest 

factor. Consequently, in channels with additive white Gaussian noise, such signals will lose in reception noise 

immunity to BPSK signals. 

However, the differences in the distribution of energy over the duration of the sinusoid and the wavelet 

allow, in the presence of noise, due to filtering, while reducing the processing interval, 95% of the energy for 

WPSK signals will be saved, while for BPSK signals only 75% will be saved. A further reduction of 2.3 times 

will lead to differences in energy conservation by more than 2.1 times. 

The differences in the noise immunity of WPSK and BPSK signals will reach about 7 dB. 

The authors associate further research with the synthesis of multiposition signal structures based on wave-

lets. 
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Annotation 

The term hardness means the ability of a polymer material to resist the pressure of other bodies into it. It is 

affected by the temperature, magnitude and speed of the effort, and other external factors. Soft and elastic 

polymer materials with low hardness can be used as sealants, sealing and padding materials. In contrast to 

elasts, solid polymer materials are used to make structural parts, namely, braking systems, gear wheels and 

bearings, parts of threaded compounds. 

Solid measurements are used to optimize the plasticizer content, quantity and type of filler, processing 

conditions in products. In addition, the most hardness is judged by the following characteristics:  

- elastic modulus,

- Poisson's ratio,

- plasticity,

- elasticity.

To determine hardness, methods are used that differ in the geometry of the indenter: Brinell, Rockwell,

Vickers figure 1. 

Figure 1. Inentors Schemes: 1 - Steel Ball (Brinell Method); 2 - Metal Cone (Rockwell Method); 3 - 

Diamond Pyramid (Vickers Method) 

During the tests, either the indentation depth of the indenter h or the dimensions of the resulting indenta-

tion l are measured. By the way, GOST 4670-70 prescribes to use the Brinell method with measuring the 

indenter depth h to determine the hardness of a polymer material. The Brinell hardness value (HB) is calculated 

using the formula in table 1. 

Table 1 

Registration of quality levels of control effects on polymers 

Symbol Impact manager's name Value for level 

1 2 3 

ASA-plastic Polymer temperature 160oC 200oC 240oC 

ABS EG-plastic Polymer temperature 210oC 225oC 250oC 

ABS HG-plastic Polymer temperature 220oC 212oC 260oC 

ABS MP-plastic Polymer temperature 200oC 210oC 220oC 

ABS 2020-plastic Polymer temperature 190oC 200oC 260oC 
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The tension is described by the size, direction and plane on which it acts. The tension state at some point 

is fully described by the following components: 

SX 

Stress in the X direction acting perpendicular to the YZ plane. 

SY 

Stress in the Y direction, acting perpendicular to the XZ plane. 

SZ 

Stress in the Z direction acting perpendicular to the XY plane. 

TXY 

Stress in the Y direction acting on a plane perpendicular to the X direction (YZ plane). 

TYX 

Stress in the X direction acting on a plane perpendicular to the Y direction (XZ plane). 

TXZ 

Stress in the Z direction acting on a plane perpendicular to the X direction (YZ plane). 

TZX 

Stress in the X direction acting on a plane perpendicular to the Z direction (XY plane). 

TYZ 

Stress in the Z direction acting on a plane perpendicular to the Y direction (XZ plane). 

TZY 

Stress in the Y direction acting on a plane perpendicular to the Z direction (XY plane). 

 

Figure 2. SX, SY and SZ normal tension 

SX, SY and SZ are called normal tensions. TXY, ...., TZY are called shear stresses. Shear stresses satisfy 

the following equations: TXY = TYX, TXZ = TZX, and TYZ = TZY. Thus, the state of stress at some point 

is completely determined by six components: 

Major stresses 

For each point there is a plane for which there are no tangents. The state of stresses relative to this plane 

is completely determined by normal stresses. 

P1 

Normal tension in the first main direction (the biggest). 

P2 

Normal tension in the second main direction (intermediate). 

P3 

Normal tension in the third main direction (the smallest). 

Below are the types of forces that affect polymers figure 3. 
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Figure 3. Direction of forces in the deformation of polymer from composite materials  

 

x tension to the side (on the shift of the polymer layer). 

y tension on top  (on the  break). 

txy tension in the plane  xy  (tension on the kink). 

 yield nfluidity - the tension level of high-plastic materials in which significant deformations occur with-

out further increase in tension. 

Figure 4. Finished element and prototyped component base 

A model was used to indicate the values of plane stresses and the yield strength of the material. Input 

parameters must have uniformity of units. The green dot represents the state of the main stresses figure 4. 

 

force 

force 
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Figure 4. Simulation of polymer tensions  
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Indicators of polymers 

Revealed indicators of ABS-type polymers special 

Table 2 

Polymers 

№ The name of the poly-

mer 

Mechanical properties 

Strength at Mpa stretching Temperature softening 

on Vic at 5 kg/cm2  in C 

Density at 23 

C per g/cm3 

26 ABS-OM-2020-30 at least 38 MP. 108 S.   

27 ABS-plastic 0809-30 at least 41.6 MPA 106 S.   

28 ABS-plastic 0809M at least 40 MP. 110   

29 ABS-plastic 2020-30 of 

the highest grade 

38,2 97  

30 ABS-plastic 2020-31 of 

the highest grade 

49 109  

31 ABS/PC Diskar-L at least 50 MP.  at least 120 C.   

32 ABS/PC Disair-SL at least 50 MP. at least 120 C.   

33 ABS/PC Disair-E at least 50 MP. not below 115 C.   

34 ABS-plastic 1030-30 at least 35.3 MPAs (360 kgs/cm2). not below 90 C.   

35 ABS-plastic 1030-31 at least 35.3 MPAs (360 kgs/cm2). not below 88 C.   

36 ABS-plastic 1106M-30 at least 38.2 MPAs (390 kgs/cm2). not below 95 C.   

37 ABS-plastic 1106M-31 at least 38.2 MPAs 

(390 kgs/cm2). 

not below 

95 C. 

  

38 ABS-plastic 1106-30 of 

the highest grade 

at least 38.2 MPAs 

(390 kgs/cm2). 

not below 

96 S. 

  

39 ABS-plastic 1530-30 at least 34.3 MPAs 

(350 kgs/cm2). 

not below 

90 C 

  

40 ABS-plastic 2020-32 at least 38.2 MPAs 

(390 kgs/cm2). 

not below 

97 S. 

  

41 ABS-plastic 2020-60 29,4 80 1,03 

42 ABS-plastic 2802-30 of 

the highest grade 

at least 36.3 MPA 

(370 kgs/cm2). 

not below 

95 C. 

  

43 ABS-plastic ABS-C at least 30.0 MPA 

(306 kps/cm2). 

not below 

95 C. 
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Figure 5. Ready element and prototyped component base 

 

Figure 6. Drawing the load on the polymer and determining the boundaries of deformation  

Among large-scale polymeric materials, the first place is occupied by 

production of polyolefins. The industry produces polyethylene of different density. So, low density poly-

ethylene (high pressure) is used for the manufacture of parts of high-frequency devices, insulation of high-

frequency and ultra-high-frequency cables and wires, pressure pipes, tanks and containers for storing aggres-

sive liquids, gear wheels operating with low load in the temperature range from - 60 to + 80 ºС, anti-corrosion 

coatings for metal parts, films, sheets. 
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High density polyethylene (low pressure) is used for the manufacture of pipes, hoses, films, parts of high-

frequency installations and radio equipment, cranes, silent gears. 

High density polyethylene (medium pressure) is used for pipes, hoses, films, fittings, containers for trans-

porting and storing corrosive liquids, parts of high-frequency equipment and radio equipment, valves, silent 

gears, medical products, etc. 

Another polyolefin is polypropylene, which is used to make pipes, gears, chemical equipment, fittings, 

wire insulation, bumpers for cars, etc. 

Polyvinyl chloride is used as a gasket and sealing, chemically resistant material for operation at tempera-

tures ranging from -15 to + 40 ºС. Basically, this polymer is used for the manufacture of films, hoses, insula-

tion. 

Viniplast sheet based on PVC is intended for the manufacture of parts operating in aggressive environ-

ments at temperatures from 0 ºC to + 40 ºC (parts of pumps for pumping acids and pumps, for chemical equip-

ment, pipes, accumulator plate molding tanks, etc.). 

Emulsion polystyrene is used for the manufacture of storage tanks, refrigerator parts, coil frames, capac-

itor parts, panels and insulators. 

In turn, block polystyrene is recommended for electrical parts, refrigerator parts, capacitors. Suspension 

polystyrene and its copolymers are used for the manufacture of technical parts, as well as consumer goods. 

Impact-resistant polystyrene is a material for large-sized parts for technical and household purposes. 

Polymethylmethacrylate powder is suitable for forming parts that do not bear loads and are not exposed 

to heat - various caps, instrument scales, etc. 

Plexiglas is used for aircraft glazing, for the manufacture of glasses for various devices, including 

watches. 

Fluoroplast-4 is used as a sealing material in equipment (gaskets, stuffing box packing, cuffs), for fluori-

nated media. Electrical and radio engineering parts are made of it: plates, rings, rings, cylinders, as well as 

plain bearings. 

Fluoroplastic-3 is consumed for sealing parts operating at high pressure, gaskets operating in aggressive 

media at pressures up to 3.2 MPa and operating temperatures from -70 to + 50 ºС, as well as for parts for valves 

of oxygen devices operating at pressures from 15 ÷ 20 MPa, membranes. In addition, this polymer material 

can be used as an anti-corrosion coating. 

Polyamides are used for the manufacture of gaskets in machines, films, adhesives, ship fittings, protective 

coatings against microorganisms and fungi, as well as for hardware, various bushings, bearing shells, gears, 

screws and other parts. The temperature range for the operation of polyamide products is from - 

 70 to + 220 ºС. By the way, polyamide gears absorb shock loads well, are durable and work in conditions 

of little lubrication. 

Polyacrylonitrile is widely used in technology and everyday life. Most of the polyacrylonitrile is used for 

the production of fibers for household and technical purposes, for example, technical fabrics, fishing nets, 

transport belts, etc. 

Polyvinyl acetate is widely used in the production of varnishes, paints, and adhesives, as well as for the 

surface treatment of leather, paper, fabric, in the production of artificial leather, as an additive to cement, etc. 

Polyvinylcarbazole is used in the chemical industry for the production of parts of chemical equipment 

that are resistant to aggressive media and high temperatures. Polyvinylcarbazole films are widely used in elec-

trical engineering in the production of capacitors, parts for television, radar installations, as well as in electro-

photography, as photosensitive layers. 

Polyformaldehyde is widely used to replace non-ferrous metals and alloys in the automotive industry, 

instrument making, electronics and communications, and other industries. Bushings, gear wheels, gears, han-

dles, instrument cases, switch parts, taps, oil and gas lines, rollers, valves are made of it by injection molding. 

In the automotive industry, polyformaldehyde is used to make parts for carburetor clutches, brake sys-

tems, and in the textile industry, equipment for textile machines. 

Polyurethanes are used as flexible, aging-resistant fibers and films. The main application of polyurethanes 

is found in the production of gas-filled plastics (foams). Closed-cell flexible foams are used for the manufac-

ture of float products, mechanical insulation supports for work at low (liquid nitrogen) and relatively high (up 

to 120 ºС) temperatures. Open cell foams are used to make sponges, cushions, seats, soundproofing materials, 

etc. Rigid polyurethane foams are used in aircraft, auto and shipbuilding, etc. 

Urea-formaldehyde resins (UFR) are widely used for the manufacture of adhesives, varnishes, and enam-

els. In addition, slabs for floors, backs and seats for chairs, door and window frames and other products are 

made from wood waste processed by FSC. 
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Phenol-formaldehyde resins (PFS) are available in two types: novolac and resole resins. So, novolak res-

ins are used for the production of press powders with fibrous and sheet fillers. In turn, resole resins are used 

for the production of laminated plastics (textolites, electrical insulating press powders, etc.), impact-resistant 

materials (fiber-reinforced concrete), as well as for the manufacture of special molding masses (faolite) putty, 

adhesives combined with epoxy resins. 

Polycarbonate is used in many areas where such qualities as high transparency, resistance to loads and 

impacts, heat resistance, temperature stability are required. The main areas of application of polycarbonate are 

construction, medicine, communication systems and electrical engineering, and the automotive industry. 

Polyethylene terephthalate is widely used for the manufacture of fiber - lavsan, which is used for the 

manufacture of knitwear, decorative fabrics, as well as filter and cushion fabrics. 

Epoxy is widely used in the production of adhesives and cements, potting compounds, laminates and other 

materials. 

Polyorganosiloxanes are used for the production of varnishes and enamels, fiberglass, fiberglass, etc. 

Rubbers are widely used for their vehicle rubber base, cushioning material, etc. 

Various polymeric materials need to automate the assessment of the generalized stress and safety factor 

of products made using additive technologies for a comprehensive assessment of product quality. 

Conclusion 

In technology, many polymeric materials are used that have a whole range of useful properties. The prac-

tical use of polymeric materials is not limited to the field of structural materials. What is available for modeling 

the processes of loads on these materials. 
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Abstract 

In this paper, we implement a method for classifying the observed zones of the earth's surface based on the 

captured frames of the video stream formed by the optoelectronic surveillance system of the aircraft. Deep 

learning methods, digital image processing methods, and semantic segmentation methods are used. The result 

of this work is classified frames of the video stream, segmented into the following classes: sky, vegetation, 

and building. 

Keywords: object detection, neural network, image segmentation, computer vision. 

INTRODUCTION 

Classification of the observed zones by the frames taken by the aircraft equipment has recently become 

one of the most important tasks of scene analysis in applications of automated monitoring of the earth's surface 

[1]. 

Processing video stream frames using semantic segmentation allows you to divide the processed scene of 

the earth's surface into classes. The expediency of such an interpretation of the frame lies in the fact that an 

increasing number of applications translate computer data into a graphical form that is more understandable to 

humans [2]. 

This type of segmentation is used in various fields. These areas include: autonomous air vehicle control 

systems, including unmanned vehicles, as well as advanced ways of human-computer interaction, virtual real-

ity, navigation of onboard unmanned systems, etc. 

Based on this, we can conclude about the relevance of the topic of this work. 

The objective of this study is to develop a method for automated identification of various zones with their 

subsequent classification based on the use of an appropriate neural network. 

 FEATURES OF IMAGE CLASSIFICATION AND SEGMENTATION 

There are several types of segmentation, such as instance segmentation and semantic image segmentation. 

Instance segmentation is the division of an image into separate areas or classes corresponding to a specific 

object or zone. For example, selecting the sky, road, vegetation, buildings, etc. Image segmentation is used in 

systems to assist the operator of autonomous aerial unmanned vehicles. Semantic image segmentation is the 

division of an image into separate groups of pixels, areas corresponding to a single object, while simultane-

ously determining the object type of each area, that is, its classification [3]. 

Semantic segmentation of images generated on board unmanned vehicles to classify different attributes 

is quite a difficult task, since the differences are very large, the terrain is not always the same and homogene-

ous, which makes it difficult to classify it. Thus, there is a need to implement such systems that automatically 

implement this segmentation process in quasi-real time. 

Semantic segmentation differs from instance segmentation in that different objects of the same class will 

have different labels, for example, different houses will be marked with the same color and, accordingly, with 

the same «Building» label. Figure 1 shows the difference between these types of segmentation. 

Semantic segmentation of video frames obtained from aircrafts to classify different attributes is quite a 

difficult task, since the differences are very large, you cannot expect that the earth's surface will be uniform. 

Segmenting these images for use in different applications is a complex task, and the process never ends. Thus, 

there is a need to automate a system that performs this process using a convolutional neural network. 

Convolutional neural network is a concept of deep learning, which in this case is used to work with video 

frames (figure 2). 
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a) Object detection 

 

b) Semantic segmentation 

 

  

  
с) Instance segmentation 

 

d) Classification 

Figure 1 – Example of different types of segmentation 

 

 
Figure 2 – Convolutional neural Network structure 

At the initial stage, the neural network is untrained. In a general sense, training is understood as the se-

quential presentation of an image to the input of a neural network, from the training set, then the received 

response is compared with the desired output, the resulting difference between the expected response and the 

received one is the result of the error function (error delta). This error delta must then be extended to all con-

nected neurons in the network (figure 3) [4-6]. 

 

 
Figure 3 – Algorithm for learning neural networks 
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In most cases, the data sets for network training consist of no more than thousands of frames. The network 

is trained from scratch starting with randomly initialized weights. In the same way, a pre-trained network can 

be trained on its own data set [7]. 

Thus, it is possible to distinguish the features of this method, namely: efficiency and ease of obtaining the 

result, high accuracy, ease of implementation. 

EXPERIMENTS ON THE CLASSIFICATION OF ZONES IN FRAMES TAKEN  

FROM AIRCRAFT 

Figure 4 shows a frame of the video stream and the same frame, after segmenting it and selecting two 

classes on it. Namely: heaven and earth. The classification of this frame was obtained using MATLAB and the 

resnet18 neural network, specially trained on a set of video data recorded during field tests. The neural network 

has well separated the sky and vegetation in figure 4 (b). 

 

 
 

(a) Source frame of video stream (b) Segmented frame of video stream 

Figure 4 – A frame of a video stream with two classes: sky and vegetation 

The video stream frames were also segmented (figure 5 and 6), where there is a more saturated landscape 

of the earth's surface. So in figure 4, two classes were allocated: in the other figures, three classes. 

 

  
(a) Source frame of video stream (b) Segmented frame of video stream 

Figure 5 – A frame of a video stream with two classes: sky, vegetation and building 

 

  
(b) Source frame of video stream (b) Segmented frame of video stream 

Figure 6 – A frame of a video stream with two classes: sky, vegetation and building 
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Thus, experiments were conducted on segmentation of video stream frames with subsequent classification 

of the selected zones. The sky is highlighted in blue, trees and vegetation are highlighted in orange, and various 

buildings are highlighted in yellow. 

CONCLUSIONS 

As a result of this study, a method of semantic segmentation with subsequent classification of the zones 

of the earth's surface allocated to separate classes based on the captured frames of the video stream formed by 

the aircraft equipment is implemented and considered. 

At the same time, a neural network was trained that classifies several specified classes. As part of this 

experiment, real video data obtained from the aircraft equipment was used. Thus, it was shown that it is pos-

sible to classify the zones of the frame based on the use of semantic segmentation and neural network training. 
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Abstract  

The objects of the research are the models of ECG processing and arrhythmia detection algorithms, which are 

based on the QRS complexes detection methods and could be used in the development of automatic diagnostic 

systems. 

In the course of the research, arrhythmia detection algorithms based on the QRS-complexes detection methods 

were developed and modeled. The quality indicators of the developed algorithms were obtained, and the best 

of them was determined by the criterion of the minimum probability of a false decision. 

Keywords: electrocardiosignal, electrocardiogram, arrhythmia, QRS-complex, signal processing, arrhythmia 

detection, detection algorithm, simulation model, computer model, MathCAD. 

INTRODUCTION 

Modern electrocardiography is characterized by a wide use of digital electrocardiographs and heart mon-

itors with built-in algorithms for automatic processing, analysis and interpretation of electrocardiograms 

(ECG). In particular, such devices are widely used to diagnose heart rhythm disorders, such as different types 

of arrhythmia. 

The methods of heart rhythm analysis are similar to the methods of heart rate variability analysis [1]. 

However, for reliable ECG diagnostics using variability methods, it is necessary to resort to long-term signal 

recording and delayed analysis of previously recorded ECG fragments, while the duration of arrhythmia diag-

nostics should not exceed several seconds [2]. In this regard, there is a need of real time algorithms of arrhyth-

mia detection. The algorithms should also be insensitive to low noise levels in order to avoid false positives in 

real conditions and setup period should not exceed several seconds [2]. 

The generalized principle of automated arrhythmia detection algorithms operation can be depicted as a 

block diagram shown in Figure 1. After receiving and processing the received signal, it is necessary to establish 

the presence of the cardiac cycle in the analyzed ECG segment, and then it is required to determine whether 

the rhythm is normal or pathological.  

To improve the reliability of automatic diagnosis of arrhythmias, it is necessary to solve two tasks. The 

first one is the choice of the QRS-complex detection method, which provides the minimum total probability of 

detection error, and the second one is the investigation of various heart rhythm decision-making rules and the 

development of rule that provides the minimum total probability of decision error. 

 

 

ECG signal receiving Preprocessing
QRS-complex 

detection

Rhythm analysis 

decision rule
Diagnostic conclusions

 
 

Fig.1 – The generalized principle of automated arrhythmia detection algorithms operation 
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BASIC QRS-COMPLEX DETECTION ALGORITHMS 

The correlation-extreme detection method [3-4] and the digital filtration method [5] were chosen as meth-

ods for basic QRS-complex detection algorithms, since they could be used in real time mode and they are 

resistant to interference various additive interference signals [5-6]. 

As a QRS-complex digital filtration algorithm, an algorithm based on the one described in [5] was chosen, 

since it is recommended as one of the most accurate and insensitive to low noise levels. The block diagram of 

the algorithm is shown on Figure 2. First, the ECG signal is passed through a differentiator with a 62.5 Hz 

notch filter (DU), the mathematical model of which is described by the formula (1): 

 –40 – ,  4,5 1,   n n nY X X n N (1) 

where Y0 is the output signal of the differentiator, X is the initial ECG signal, and N is the sample size. The 

differentiated data is then passed through a digital low-pass filter described as (2): 

–1 –2

 –3  –4

1 0 4 0 6 0
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   
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where Y1 is the output signal of the low-pass filter. 

Differentiator & 62.5 

notch filter
Low-pass filter

Double threshold 

decision rule

ECG signal

Diagnostic 

conclusions

Check of the another  

threshold exceeding in 

the next 40 ms 

Fig.2 – The block diagram of the chosen QRS-complex digital filtration algorithm 

As in [5] the two thresholds are used, which are equal in amplitude (C=3,75 mV) but opposite in polarity. 

As it is  The output of the low-pass filter is scanned until a point with amplitude greater than the positive 

threshold is reached. This point is the onset of a search region (40 ms in the research). Since it is not necessary 

at this stage to classify the discovered QRS-candidate, the number of conditions used in [5] can be reduced. If 

no other threshold crossings occur within the search region, the occurrence is classified as a noise sample. 

Otherwise, the following two conditions (instead of three in [5]) are tested (3): 

1 ,  1 ,  

0 40,  40.

   

   

n j n kY С Y С

j j k
(3) 

If the conditions (3) apply, the occurrence is classified as a QRS-candidate. 

On the other hand, the principle of the correlation-based algorithm [4] is the calculation of the correlation 

coefficients between the values of the ECG reference complex array, containing N discrete samples, and ECG 

samples containing NECG discrete counts (NECG>>N), which is necessary to determine the location of QRS-

complexes by using a sliding window (4) for all samples of ECG: 
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where xi is the samples of the reference QRS-complex, xj is the input ECG array. 
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The QRS-complex detection rule could be described as formula (5): 

 argmax : [ ] ,
2

   R

N
k k r k C  (5) 

where k is the sample number of QRS-candidate, C is the threshold value [4]. 

DEVELOPMENT OF THE RHYTHM ANALYZING RULES 

The methods of arrhythmia detection are similar to the methods heart rate variability analysis (HRV) [1]. 

However, methods of arrhythmia detection must work in real time. Obviously, the results of decision-making 

about the heart rhythm disorders depend on the results of QRS-complexes detection. It should be noted that 

since the position of the R-wave peak can be estimated with some deviation from the true one, it is necessary 

to minimize the influence of this deviation at the stage of arrhythmia detection. In this regard, it is advisable 

to use the relative indicators based on RR-intervals. In particular, the variability of the heart rate can be judged 

by fluctuations in the duration of RR-intervals over a short period of time [1].  

During this stage of the heart rate analysis the value of the current RR-interval is estimated, defined rela-

tive performance parameter based on the magnitude of the interval and compared against a threshold value. If 

the value of the parameter exceeds the threshold value, an arrhythmic episode is detected. 

The simplest relative performance parameter that can be used to estimate heart rate variability is the ab-

solute value Rdn of the difference between adjacent RR-intervals. If the absolute value of the difference is less 

than the threshold value C, then the rhythm is normal, otherwise an arrhythmic episode is detected. Since the 

heart rate variability normally does not exceed 10% [1], and the minimum value of the normal heart rate FHR 

is 60 beats/min, the threshold value can be taken as 

 2

60 60
10% 10% 10% s 0,1 s.

60
      

HR
RRC

F
t (6) 

To develop an alternative algorithm, it is advisable to turn to standard time methods for estimating heart 

rate variability and upgrade them. The most common statistical time characteristics of variability in the practice 

of analysis, which fully reflect the nature of the heart rate, are the SDNN and SDANN [1-2]. SDNN is the 

standard deviation of RR-intervals over the entire period of heart rate monitoring under consideration and 

SDANN is the standard deviation of RR-intervals over short segments of multi-hour recordings [1]. With regard 

to the problem of arrhythmia detection in real time, the calculation of standard deviation could be also resorted 

to, but based on the fact that the arrhythmic episode corresponds to a sharp change in the duration of the RR-

interval.  

The chosen parameter is based on the principle of SDANN and uses the value of the standard deviation of 

RR-intervals over short segments. The proposed information parameter S is equal: 

1,  m m mS (7) 

where σ is equal the measure of standard deviation over the sliding window with a duration of several 

RR-intervals and m is the number of current window position. Based on the condition that the algorithm setup 

period should not exceed several seconds and the minimum normal heart rate of 60 beats/min, a duration of 

the sliding window was chosen equal to 5 RR-intervals. At the same time, the structure of the decision rule 

itself remains the same as for the Rdn: if the checked parameter is less than the threshold value C2, then the 

rhythm is normal, otherwise, an episode of arrhythmia is recorded. The threshold value C2 used in this decision 

rule is equal sqrt(0.1)≤≈0.3. 

Thus, four algorithms for arrhythmia detection were developed: 

1. Based on the correlation-based method and the difference of adjacent RR-intervals;

2. Based on the correlation-extremal method and the difference of the RR-intervals’ standard deviations;

3. Based on digital filtering and the difference of adjacent RR-intervals;

4. Based on digital filtering and the difference of the RR-intervals’ standard deviations.
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RESULTS OF THE RESEARCH 

The study uses ECG recordings created using a simulated model of a signal with interference [7] based 

on the parameters of real ECG recordings presented in the MIT-BIH Normal Sinus Rhythm Database and 

MIT-BIH Arrhythmia Database. The created ECG database contains 1200 ECG recordings lasting 120 seconds 

with a sampling frequency 1000 Hz, divided into three categories: 

1) Normal Sinus Rhythm ECG based on the records of the MIT-BIH Normal Sinus Rhythm Database 

with the HRV parameter ±5%; 

2) ECG of normal form based on the records of the MIT-BIH Normal Sinus Rhythm Database with sim-

ulation of single extrasystolic arrhythmic episodes (atrial and ventricular), which make up less than 10% of 

the total number of ECG cardiocycles; 

3) ECG with atrial fibrillation based on the parameters of the records from the MIT-BIH Arrhythmia 

Database. 

During the research, a Type I error, or false positive, is the wrong decision about the rhythm state, and 

Type II error, or false negative, is a mistaken decision about normal heart rate. The criterion for choosing the 

best of the developed algorithms is the minimum summary error probability.  

Using the statistical modeling in MathCAD computer algebra system (Table 1), it was found that the 

minimum total probability of Type I and Type II errors corresponds to the detection algorithm based on digital 

filtering and the difference of the RR-intervals standard deviations. The examples of the best algorithm’s per-

formance are shown on Fig. 3-5.  

Table 1  

The estimates of the errors probability 

Error probabil-

ity 

Algorithm based on the correlation-based 

method, С=0,95 

Algorithm based on digital filtering, 

С=3,75 

the difference of 

adjacent RR-inter-

vals, C2=0.1 

the difference of the 

RR-intervals stand-

ard deviations, 

C2=sqrt(0.1) 

the difference of 

adjacent RR-inter-

vals, C2=0.1 

the difference of the 

RR-intervals standard 

deviations, 

C2=sqrt(0.1) 

Type I 0.0042 0,0015 0,0093 0,0005 

Type II 0.0098 0,0056 0,0015 0,0059 

Summary 0.014 0,0071 0,0108 0,0064 

 

 
1 – Results of QRS-complex detection 

Fig. 3 – Results of arrhythmic episode detection (Normal Sinus Rhythm ECG) by the algorithm based on the 

digital filtering and the difference of the standard deviations with a threshold value of C2=sqrt(0.1) 
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1 – Results of QRS-complex detection, 2 – QRS-complexes, defined as an arrhythmic episode 

Fig. 4 – Results of arrhythmic episode detection (ECG with ventricular extrasystoles) by the algorithm based 

on the digital filtering and the difference of the standard deviations with a threshold value of C2=sqrt(0.1) 

1 – Results of QRS-complex detection, 2 – QRS-complexes, defined as an arrhythmic episode 

Fig. 5 – Results of arrhythmic episode detection (ECG with atrial fibrillation) by the algorithm based on the 

digital filtering and the difference of the standard deviations with a threshold value of C2=sqrt(0.1) 

CONCLUSION 

The algorithms described above could be used as the basis for the program or software for arrhythmia 

detection. The algorithms based on digital filtering and the difference of the standard deviations has shown the 

best quality indicators it is recommended to use in heart rate monitoring systems. In the future, it is planned to 

develop an arrhythmic episodes classification algorithm based on the selected one. 
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Automation of the assembly process of designing complex products in modern life is an important and relevant 

direction of development in production. To solve this multifaceted problem, various methods and models of 

informatics, as well as discrete mathematics, for example, graph theory, artificial intelligence, robotization, 

combinatorial geometry, are used. 

Previously, to create complex combinatorial products in industry, various methods were used by which 

the degree of load, pressure and other physical, dimensional and kinematic properties of the finished product 

were calculated on its individual components, or using large-scale and complex calculations. But with the 

development of human society comes the development of industry, where Industry 4.0, based on the automa-

tion of production using cyber-physical systems, is increasingly being introduced. In this regard, the introduc-

tion of computer-aided design is applicable, which makes it possible to consider a complex product immedi-

ately as a set of elements (parts, surfaces, geometric primitives, etc.), on which relations of various physical 

nature (geometric, mechanical, etc. properties) are already predefined. 

To solve this problem, in 1970, the production was confident that the design was theoretically computer-

ized. The scope of the machine was small, mainly the emphasis was on the possibility of automatic drawing. 

So, with the development of this topic, a computer-aided design (CAD) system appeared, based on the use 

of computer systems, as well as telecommunication technologies. 

As a kind of information systems, CAD is referred to as multilevel structures, which include computer 

technology, various types of software and service personnel. 

The CAD structure is regulated by GOST 23501.101-87 and includes two classes of subsystems: design 

and maintenance. The main purpose of the design modules is to solve specific design tasks, and the functions 

of information exchange between them are assigned to the service subsystems (Figure 1). 

Figure 1 - CAD subsystems and components 
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The main goal of the computer-aided design system is to improve the quality of finished products and to 

instantly respond to emerging defects in these products. With the help of computers, CAD has advantages over 

old design methods, one of them is a fast and affordable process of designing a structure and product model, 

shortening project lead times, minimizing testing of finished products, reducing material waste, etc. 

In general, the design process in CAD can be simplified by the diagram shown in Fig. 2. This diagram 

shows the elementary cell of the design and development process, from the chain that the real automated pro-

cess consists of. All design systems created with the help of modern computer technology are automated. The 

most important role in these systems is played by a human engineer who develops the design of new technical 

means. A person in CAD solves all non-formalized design tasks and work planning tasks. Modern CAD is a 

tool of a highly qualified design engineer, therefore close interaction between a person and a computer in the 

design process is one of the most important principles of building and operating CAD. 

The main block in the scheme of the computer-aided design process (Fig. 2) is the block of design solu-

tions. Depending on the completeness of the formalization of our knowledge in a specific subject area, the 

design decision can be performed automatically or in an interactive mode. Based on the input data and con-

straints (independent design parameters), the block changes the variable parameters (decision factors) to obtain 

acceptable design solutions (dependent variables). 

The design results should be presented in a form that is convenient for human perception, and contain 

information on the basis of which the engineer could make judgments about the design results. 

 

 

 

Figure 2 - Diagram of the CAD process 

Consideration of even such a simplified design process diagram allows clarifying the division of function 

between the engineer and the computer in CAD. Obtaining options for design solutions and their presentation 

in a form convenient for human perception can be assigned to a computer to the extent that the mathematical 

support of design procedures will allow it. But even with the automatic receipt of design options, the engineer 

retains the most important functions - input of initial data for design, final assessment and approval of design 

solutions. In the interactive design mode, the engineer is directly involved in solving problems, influencing 

the choice of decision factors and refining the independent variables. Obtaining output documentation in ac-

cordance with existing requirements is a routine operation and should be performed automatically. 

Based on the above, the software model of the automated design procedure can be represented by the 

diagram shown in Fig. 3. 

Automation of the assembly design process in production is achieved with the help of special programs 

that allow you to assess all the risks and impacts on an already finished product at the initial stages of its 

development. The most common programs are NX, CATIA, Mastercam, AutoCad, etc., which are universal 

software products that offer the possibility of multivariate solutions in different operating modes. All these 

advantages are achieved with the help of the main CAD module - compilation of 2D models and geometric 

3D modeling. 
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Figure 3 - Software model of the design procedure in CAD 

 A powerful mathematical apparatus simplifies engineering calculations, allowing in real time visually 

using 3D models to assess the controlled value and its dependence on changes in the designed structure. Thus, 

the use of CAD with the addition of additive manufacturing will several times increase the advantages of 

design automation, because in the manufacture of complex products it will be possible to carry out all the 

experiments at the initial stages, minimizing the risks of a large number of defects in finished products, as well 

as conducting various kinds of tests on 3D models. only on electronic computers, but also on printed prototypes 

made using additive technologies with a minimum amount of consumable material. 

With the constant development of the industry and the introduction of robotization, computer technology 

and other components of Industry 4.0, each production wants to reduce the production time in the product life 

cycle, while maintaining its quality. That is why the use of additive technologies at the design stage will help 

make this process automated, because any cycle of additive manufacturing includes quality and property con-

trol. In the process of additive manufacturing, building is carried out with constant control of the main param-

eters of the process: monitoring the excess oxygen level in the chamber, maintaining the required laser power, 

controlling the temperature in the building zone, etc. 

Computer-aided design systems include one of the stages of creating geometric models for a reason, be-

cause the very principle of operation of additive installations is based on the construction of thin horizontal 

layers from 3D models created using computer-aided design (CAD) systems. 

Prospects for the development of design automation are determined by the needs of industrial production 

and the state of development of science and technology. Even in economically developed countries, out of 

100% of the production time during which the product is in the workshop, 95% of it is in transportation and 

waiting, and only 5% is directly in production, and of the production time, only 30% falls directly on pro-

cessing, while the rest time is spent on loading, installing, securing. 

Thus, the main task of using CAD is to increase the efficiency of industrial production, increase its produc-

tivity and efficiency, and reduce the cost of products. Automation of the design of complex products will help 

in the future to sufficiently reduce the production time, increase the quality and complexity of finished prod-

ucts, ensure the optimality of technological developments by choosing them from a variety of possible solu-

tions created on a computer. 

Experts interviewed by CNews note that standardization and automation of integrated design will become 

the trend of the near future on the CAD systems market. This means that the exchange of information between 

different systems, as well as within CAD systems, will become critically important; a transition will be made 

to a closer integration of various modeling, design and engineering analysis tools into a single work environ-

ment for design and technological departments. 
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Full automation of the3D printing process will minimize the possibility of marriage due to the human factor. 

3D printing will be able to occur around the clock. Closed full cycle will allow to get on the output of finished 

products of the proper quality and appropriate regulatory sizes and evaluated by metrological equipment. 

3D printing technology was introduced in 1986, when 3D Systems developed the first special printer, a 

stereolithography machine, which was used in the defense industry. Laser stereolithography is one of the tech-

nologies of rapid prototyping. The stereolithography device was first patented by Chuck Hull in 1986. Laser 

stereolithography technology is based on photo-initiated laser radiation or mercury lamp-measurement of pho-

topolymerizing composition (FPC). Using this technology, the computer-designed 3D object is grown from 

liquid FPC in successive thin (0.1 -0.2mm) layers formed under the influence of laser radiation on a mobile 

platform immersed in a bath with FPC. 13 Laser stereolithography allows you to go from a design or design 

idea to a finished part model in no time (from a few hours to a few days). The first devices were extremely 

expensive, and the choice of material to create models was limited. The rapid development of 3D printing 

began with the development of design technologies (CAD), calculations and modeling (CAE), and mechanical 

processing (CAM). They are used to produce parts of aircraft, spacecraft, submarines, tools, prostheses and 

implants, jewelry and others. The first additive production systems worked mainly with polymeric materials. 

Today, 3D printers, embodying additive manufacturing, are able to work not only with them, but also with 

engineering plastics, composite powders, various types of metals, ceramics, sand. 

FDM (FDM - Fused Deposition Modeling) is a process of layered overlay of molten polymer fila and 

thread. The FDM system will transform the concept of the product into a real copy, check it for the conformity 

of form and size, and even simulate the health of the product, without resorting to unnecessary time and mate-

rial costs. Traditional ways of forming parts, such as cutting, casting, forging, stamping, are now known. Each 

method has its pros and cons depending on the scale of replication. The development of modern additive tech-

nologies in recent years has accelerated the time of design and manufacture of the part. But there are questions 

about the strength and reliability of parts created with additive technologies. They appear due to the fact that 

the change in the properties of the materials used in the process of product formation are studied to this day, 

thus revealing previously unknown problems of working with materials. 

Additive production in action 

Additive technologies have found widespread applications in industries such as automotive and aircraft, 

electronics, medicine, where complex machines and equipment are created, many experimental models and 

models of parts are made, requiring a lot of time for construction and manufacture. With the help of a 3D 

printer, you can create a variety of things: from shoes to jewelry, from plastic phone cases to spinal implants, 

which are created from medical titanium from food to human tissues and organs. 

Cuttings are processed on metal-processing machines to ensure that surfaces and sizes are of the required 

quality in accordance with their tolerances. The formation of parts surfaces is carried out by sharpening, drill-

ing, milling, stretching, grinding, finishing, electrophysical and other processing methods. Processing methods 

determine the accuracy of the manufacture, roughness of the surface and the physical and mechanical proper-

ties of the surface layer of parts, which are important for achieving high performance of products that determine 

the reliability of machines. However, this most common process of surface forming of a part is complicated 

by the attendant phenomena. These include deformations of the blank, tool, machine and equipment during 

processing. The deformations of individual parts of the technological system affect the accuracy of processing. 

The accuracy of the processing is also affected by the wear of tools. The accuracy of the processing is directly 

related to the accuracy of the cutting tool, the geometric inaccuracy of the machine, the inaccuracy of meas-

urements in the processing and adjustment process for size and other factors. 
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Figure 1. Robotic additive maintenance complex 

Manufacturers of 3D printers compete in obtaining high-quality results at the highest speed, try to simplify 

the software interface, automate the greatest number of functions, so that to print the model to the user was 

enough just to "press the button." However, 3D printers, like any other technological equipment, may, over 

time, produce results that do not meet our expectations, or even fail. Staff need to be trained regularly and 

specialists given a continuous flow of tasks, which in turn leads to high costs. The penetration of robots into 

all areas of human life is inevitable and their replacement of human specialists is only a matter of time. This 

shift is predetermined by the second wave of automation, which concentrates on artificial cognition, cheap 

sensors, machine learning and distributed intelligence.  Future use of 3D printing could include the creation of 

open-source scientific equipment for use in open laboratories and other scientific applications - the reconstruc-

tion of fossils in paleontology, the creation of duplicates of priceless archaeological artifacts, the reconstruction 

of bones and body parts for forensic examination, the reconstruction of highly damaged evidence collected 

from crime scenes. 

3D printing requirements 

Simple geometry, a minimum number of "overhanging" elements. 

The size of the single model is no more than 20 x20 x20 cm - larger models need to be cut and printed 

piece by piece. 

The thickness of the walls is at least 1 mm. The model does not contain errors. 

Ununited elements of the model are stored in separate files in the STL format. Multiple models in one file 

are not allowed. 

Now let's take a closer look at each of the above points. 

The essence of FDM technology is layered (starting with the bottom layer) melting of the molten plastic 

filament. 

Molten plastic takes time to harden, so each next layer needs support - on the first layers of such support 

is the working surface of the printer, and then, as the model is built, the supporting structure is the previous 

layers. Abs-printer can not print objects hanging in the air - plastic does not have time to freeze and just melted 

without keeping the shape. Therefore, when printing under all "hanging" elements, supporting structures are 

built. 

Another important requirement for ABS-plastic printing is that the walls in the model should be at least 1 

mm thick, otherwise the printer software may simply not see the elements thinner and not seal them. The 
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standard thickness of the ABS-plastic printing layer is 0.2 mm, the more layers of plastic are connected to each 

other, the stronger and better the product is.  

3d printer with product

Manipulator with camera

Post-processing platform

Figure 2. A larger sequence of operations in the maintenance of layered synthesis 

Production of 3D parts requires constant control over the process. In this method, the product is made by 

extrusion of thin strands of molten material layer by layer.  

The attractiveness of additive technologies is caused by a number of factors, first of all, they allow: 

1. Reduce the ratio of the mass of material needed to release the part to the mass of the part itself from

20:1 (for traditional "subtraction" technologies) to 1:1 (for additive technologies). This factor contributes to a 

significant increase in the competitiveness of production, as it reduces the demand for raw materials. 

2. Save money when you start production because the data you need to run can be stored digitally and

reproduced at no additional material cost. 

3. To quickly amend at any stage of the production process, to adapt production to the ever-changing

demands of the market, to change the size of the batch at any time depending on the increase or decrease in 

demand. 

The main parameter of products in additive manufacturing is strength. 

Thus, the theoretical strength of the polymer material zm is the strength of the body with an ideal structure, 

without damage and defects at the temperature of absolute zero, i.e. in the absence of thermal movement, with 

a homogeneous static deformation of stretching, providing equal tension of all ties and their simultaneous 

rupture on the surface of destruction.  

The theoretical strength is determined by the formula 

, 

where N is the number of atoms or connections per unit of the section, Fm is the strength of communication 

(the force of interaction) of two neighboring atoms. Increased orientation leads to an increase in the density of 

macromolecules packaging and, consequently, to an increase in the number of chemical bonds at the polymer 

body's destruction area, as well as to an increase in the number of physical nodes. When a sample of a poly-

meric material is stretched, theoretical strength is defined as  

, 

where E is a elasticity module and K is a constant equal to 0.08 ÷ 0.16. 
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It has been established that in polymers of low molecular mass destruction occurs not so much due to the 

rupture of chemical bonds, but by the sliding of segments, i.e. overcoming the forces of intermolecular inter-

action. 

Products made by additive technologies need to be evaluated on the roughness of the surface and devia-

tions from nominal sizes.   

 

Figure 3. The rough meter 

This technology is very flexible and allows you to make products of complex geometry, but in some cases 

the structure of the part is broken due to surface defects. The problem is solved by video control over the 3D 

parting production process. This control will be carried out by the developed robotic complex of continuous 

control of the geometric parameters of additive production, consisting of a video camera mounted on a robotic 

arm. This feature will allow you to shoot parts from all sides.  

However, the lack of development of mechanisms and tools aimed at ensuring the quality of products 

made with additive technologies, monitoring the operation of additive installation and properties of polymers 

used in layering, leads to low efficiency of printing processes, increased consumption of materials used in the 

operation of the installation, inhibiting the introduction of new, production mechanisms based on the use of a 

digital prototype. 

Conclusion 

The application of this system will allow to produce products around the clock, without human interven-

tion and to create more complex products by combining previously created spare parts. And the control of 

metrological equipment will ensure the required level of quality of products. 
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Abstract 

The modern world is developing at a tremendous speed, and logistics is no exception, which is closely 

interrelated not only with the work of large enterprises, but also with each individual consumer. Supply chain 

design is an urgent and important task, since companies often deal with a huge number of customers and with 

a different product range, which requires taking into account many factors, as well as random phenomena. 

That is why it is necessary to study and apply modern software tools that allow you to effectively design and 

manage supply chains from the manufacturer to the end user. 

Introduction 

The supply chain is the process of moving information, material and financial flows between different 

participants in the chain, aimed at meeting the need for goods or services (Figure 1). When designing supply 

chains, there is a need to choose the optimal procurement, supply, and logistics strategy. 

Figure 1-Supply chain structure 

Supply chain design involves finding the optimal location of supply chain objects: manufacturers, distri-

bution centers, as well as the distribution of flows between supply chain objects[4]. The cost of finished prod-

ucts depends largely on the cost of transportation, so the entire supply chain should be a well-established and 

interconnected mechanism that allows you to properly plan inventory and distribute products. Large companies 

often deal with a variety of customers and with a variety of product ranges, which requires taking into account 

many factors and working with big data. 

Typical tasks of supply chain design[2]: 

 Selection of the best order batch;

 Vehicle selection;

 Evaluation of the efficiency of the distribution center;

 Assessment of the efficiency of warehouse space.

Factory

Distribution cen-

ter

Customer
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In addition, the design of supply chains is a constant and continuous process, since it is largely associated 

with the occurrence of random processes and phenomena. For the system to work effectively, it is necessary 

to take into account a large number of factors and quickly respond to emerging changes in the chain. 

Modern supply chains require the use of huge amounts of information for analysis, design and optimiza-

tion at all parts of the chain, which requires more powerful software tools. 

Methods for solving supply chain problems[1]: 

 Analytical optimization 

Assumes a description of the chain by linear equations. When solving the problem, the analytical model 

used will be optimal, but there is a problem of taking into account new factors, and as the supply chain becomes 

more complex, the mathematical model will also become more complex. 

 Dynamic modeling 

The dynamic model reflects the behavior of the supply chain over time, taking into account a large number 

of factors in all its sections. This model has an advantage for large supply chains, because it has a high level 

of detail of the chain features. 

Consider ways to modernize the existing supply chain using gravity analysis. This method is based on the 

fact that the costs are directly proportional to the number of goods transported and inversely proportional to 

the distance of transportation. The optimal location is achieved by minimizing the weighted distance between 

the distribution center and the consumers. 

Gravity analysis is used in the early stages of supply chain design, because it allows you to determine the 

optimal number and location of chain objects. For gravity analysis in AnyLogistix[3], a minimum amount of 

input data is required: the number and location of customers, the type of products produced, and the distance 

of customer service. The result of the analysis is to determine the optimal places for placing objects, when 

choosing which transport costs are minimized. 

Consider the supply chain of some products to consumers in Russia, which has 3 distribution centers and 

a factory for the production of goods, but the supply chain is inefficient. First, you need to build this supply 

chain using anyLogistix simulation tools(Figure 2). 

 

 

Figure 2-Supply chain 

To speed up the delivery of finished products to customers, we will set a limit on the delivery distance of 

1000 km(Figure 3): 

 

 

Figure 3-Optimal location of warehouses 
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Thus, to meet the existing needs of customers with this distance restriction, 7 warehouses of finished 

products are needed. After that, using gravity analysis, we will find the optimal location of the factory(Figure 

4). 

Figure 4-Supply chain with factory 

Create an inventory management policy for the factory - the required volume of products is ordered when 

the order is received. When producing goods in batches, the monetary and time costs for the production of one 

commodity unit are reduced. We set the size of the order batch; the production time of one batch; the cost of 

production of one batch. In addition, we add a rule for placing orders that will correspond to the size of the 

factory's production batch(Figure 5). 

Figure 5-Adding experiment data 

After starting the experiment, it is necessary to evaluate the statistics of interest and the work of the supply 

chain(Figure 6). 

Figure 6-Experiment statistics 
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Conclusion 

The main advantage of AnyLogistix is the combination of analytical optimization tools and dynamic 

modeling, which allows you to create the most realistic models of supply chains. AnyLogistix allows you to 

analyze a large amount of data for the efficient functioning of the supply chain. In this case, using gravity 

analysis, it was revealed that the number and location of warehouses and production of the existing chain is 

not optimal to meet the existing demand. As a result of the design, a supply chain was created, consisting of 7 

warehouses and a factory for the production of finished products. However, the supply chain needs to be re-

fined, as the production and order execution policies are not optimal. It is necessary to have more data so that 

the chain is as close to reality as possible and allows you to extract the maximum profit of the company. 

List of used literature: 

1. AnyLogistix supply chain modeling [Electronic resource] Url: https://www.anylogistix.ru/supply-

chain-simulation/ (09/03/2021); 

2. Supply chain modeling and design[Electronic resource] Url: http://supplychains.ru/2013/11/25/supply-

chain-design/ (09/03/2021); 

3. Gravity analysis in the AnyLogistix environment [Electronic resource] Url: 

https://www.anylogistix.ru/solving-facility-location-problem-with-greenfield-analysis/ (09/03/2021); 

4. AnyLogistix supply chain design [Electronic resource] Url: https://www.anylogistix.ru/supply-chain-

network-design-software/ (09/03/2021). 

______________________________________________________________________________________________________________THE SEVENTEENTH ISA EUROPEAN STUDENTS PAPER COMPETITION (ESPC-2021) WINNERS



47 

BELIEF PROPAGATION DECODING WITH CHANNEL ESTIMATION 

STEP OVER GILBERT-ELLIOTT CHANNEL 

Anna Fominykh 

Saint-Petersburg State University of Aerospace Instrumentation, 

St. Petersburg, Russia 

E-mail: aawat@ya.ru

Abstract 

The paper studies the effects of channel estimation step when applied to low-density parity-check (LDPC) 

codes under belief propagation decoding on bit error probability. 

Keywords: LDPC, Gilbert-Elliott channel, belief propagation decoding. 

INTRODUCTION 

Nowadays, information processing and transmission systems are widespread. Due to the properties of 

such systems the information that is transmitted is a subject to errors, therefore, the task of information integrity 

appears. For this purpose, coding theory uses methods of error-correcting coding, namely, theory of coding 

proposes to intentionally introduce redundancy to the information that may be exploited after the transmission 

in order to correct errors. The redundancy is introduced by means of error-correcting codes. One of the most 

common types of codes that are used in many modern standards are low-density parity-check codes (LDPC 

codes). 

Low-density parity-check codes (LDPC codes) were firstly proposed by Robert G. Gallager in 1962 [1], 

but due to the limitation in computational effort in implementing the coder and decoder for such codes, LDPC 

codes were ignored for almost 30 years. LDPC codes were rediscovered by David Mackay in the 1990s and 

subsequent development of computers arose a new wave of interest to LDPC codes, which deserve attention 

due to the near-Shannon-Limit error-correcting capability, low error-floor [2], and easy design with parallel 

decoding.  

When considering mathematical models of channels, it is often assumed that the errors that occur in chan-

nels are independent, but in real communication channels, errors that appear are not independent. The question 

arises whether it is possible to take into account the information about the channel properties during decoding 

in a case of not independent errors. This issue was discussed in a number of papers [3, 4]. In this work we 

study the operation of the decoding algorithm for low-density codes, which takes into account information 

about the properties of the channel. We present the simulation results obtained for specific parameters of the 

Gilbert-Elliott channel [5]. 

LDPC codes 

A binary (n, k) linear code is a k-dimensional subspace of an n-dimensional vector space over 2. If a

parity-check matrix of a code is sparse, then the corresponding code is called a low-density parity-check 

(LDPC) code [1]. The sparse nature of LDPC codes means that decoding processes have a fast run-time, as 

there are fewer operations to compute when compared to a non-sparse parity-check matrix. LDPC decoding 

algorithms are iterative in nature since decoding proceeds until the codeword has zero syndrome or a prede-

fined number of iterations is reached. The most common decoding algorithm is the belief propagation algo-

rithm. LDPC codes can be specified by a matrix H. The parity check matrix is usually visualized as a bipartite 

graph (Tanner graph) between check nodes and variable nodes, as shown in Fig. 1. Every variable node of the 

graph corresponds to a column of H, while every check node corresponds to a row. The example of parity-

check matrix  

1 1 1 0 1 0

1 0 1 1 0 1

0 1 0 1 1 1

 
 


 
  

H

and its corresponding Tanner graph 
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x1 x2 x3 x4 x5 x6

 

Figure 1 – Tanner graph 

Gilbert-Elliott Channel Model 

The Gilbert-Elliott model that is depicted in Figure 2 is one of the earliest memory channel models, which 

is still relevant and widely used in describing real systems. The model was proposed by G. Elliot in 1963 [5] 

and is a general case of the Gilbert model presented in 1960.  

 

Figure 2 – Gilbert-Elliott channel model 

The Gilbert-Elliott model describes a discrete memory channel in which the state of the channel depends 

on the previous state. The channel is described by two states = {B, G}, «good» – G and «bad» B. In a «good» 

state, the bit error probability in the channel is G, in a «bad» state – B. 

The channel can go from one state to another at any moment. The transition probabilities in «bad» and 

«good» state may differ. Let us introduce simplified notations that will be used further in this work: the prob-

ability of transition from a «good» state to a «bad» one is b, and the probability of a transition from a «bad» 

state to a «good» one is g. The transition matrix P corresponding to these probabilities has the form 

1

1

 
  

 

b b

g g
P  

The channel may be described by the set of the following parameters (b, g, B, G), where 0 < (b, g) < 1 

and 0 < G < B < 1. 

 

Channel states estimation 

To assess the channel states, we use channel state estimation algorithm described in [6]. In which the 

channel state estimation is made based on the channel parameters and the word received from the channel. 

Channel estimation step is applied before belief propagation decoding algorithm. The result of the estimation 

step is then fed as an input to the belief propagation algorithm, which performs a certain number of iterations. 

If the stopping conditions are not met, that is, the code word is not found or a fixed number of iterations is not 

reached, then the algorithm proceeds from the evaluation step. 

 

Simulation results 

The simulation is performed for (576, 288) low-density parity-check code from WiMAX standard [7] and 

progressive-edge-growth (PEG) [8] code of length 100 and rate 1/2. We consider comparison of three decoding 

algorithms and compare their performance in Gilbert-Elliott (GE) channel and binary-symmetric channel 
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(BCS). The first algorithm is the belief propagation decoding algorithm (GE BP). The second algorithm is the 

same – belief propagation, but with an additional channel state estimation step (GE BP+Estim). The third 

algorithm is the bit flipping algorithm (GE BF). All algorithms are compared by the probability of error in the 

information word, i.e., bit error rate (BER). Additionally, the results of the belief propagation algorithm (BSC 

BP) and the bit flipping algorithm (BSC BF) for a binary symmetric channel (BSC) with varying error proba-

bility pe are presented. 

Figure 3 – BER for WiMAX code 

Figure 4 – BER for PEG code 

CONCLUSION 

The paper examined the effects of channel estimation step when applied to low-density parity-check codes 

under belief propagation decoding on bit error probability over Gilbert-Elliott channel. From a simulation 

results it may be concluded that the belief propagation algorithm with an additional channel state estimation 

step outperforms the standard belief propagation algorithm without estimation step as well as bit flipping al-

gorithm over Gilbert-Elliot channel for considered codes. 
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Polynomial approximation 

This approximation method is convenient to use when considering the principles of operation of many 

nonlinear converters: modulators, demodulators, generators, and others when they are exposed to one or more 

harmonic oscillations. The power approximation consists in writing the current-voltage characteristic i = f (u) 

in the form of a polynomial (polynomial) of the n-th degree. 

Using such a polynomial, you can make an approximation with any degree of accuracy. In this case, the 

accuracy will be higher if we use high-order polynomials. However, this is inconvenient for analysis. 

In practice, the following polynomials are used 

first degree (k = 1) (fig.1) 

2
0 1 2

0

...


     
n
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second degree (k = 2) 
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0 1 2 ;  i a a u a u
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i

0

Fig.1- Approximation of the current-voltage characteristic 

 of a nonlinear converter by a straight line (1) and a parabola (2) 

Note that the approximation by a polynomial of the first degree, which leads to a straight line 1 (see Fig.1), 

does not allow us to study nonlinear transformations, for example, the transfer of the signal spectrum to another 

frequency. This type of approximation is used only in the study of linear processes, such as amplification. The 
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second-degree polynomial (quadratic parabola 2) already allows us to study nonlinear processes, but only when 

exposed to weak signals. In general, to use a power approximation, you need to know the coefficients of the 

polynomial, which are usually determined using the "method of selected points". In other words, the coeffi-

cients are found from the condition of equality of the values of the ordinates of the approximated and real 

characteristics at the selected points. 

Piecewise linear approximation 

This method is based on the approximate replacement of the real smoothly changing current-voltage char-

acteristic i = f (u) by straight line segments with different slopes. 

Fig. 2 shows an approximated characteristic containing two linear sections. 

 

`

i

U0

i

u

t

E

U

 

Fig.2 - Approximation of the current-voltage characteristic 

 of a nonlinear converter by straight line segments 

Mathematically, this approximated characteristic can be written as, where U0 is the cut-off voltage; S is 

the steepness of the characteristic, which has the dimension of conductivity (Cm or A / B). In Fig. 2, the current 

pulses obtained under the influence of a harmonic oscillation with a large amplitude are constructed by the 

projection method. When the pulses are decomposed into a Fourier series, the constant component and the 

amplitudes of the first few harmonics are also close to each other. In other words, for large signals, piecewise 

linear approximation gives sufficient accuracy of calculations. With small signals, the accuracy drops, and the 

results may be incorrect. Thus, the piecewise linear approximation method is usually used in the analysis of 

nonlinear transformation processes in the case of large input signal amplitudes. [1] 

Approximation by transcendental functions 

In this method, exponents or their sums (but no more than two terms), hyperbolic, trigonometric, and 

some other functions are used as approximating functions. Most often, the exponential approximation is used. 

So, in particular, the characteristic of a semiconductor diode can be approximated by an exponent: 

0

0 0

0,                 < 
( )

( ),  ,


 

 

U U
i U

S U U U U
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where i(U) is the reverse saturation current; α is the constant that characterizes the temperature potential. This 

expression defines the initial part of the characteristic well. In other words, the exponential approximation is 

quite accurate at small amplitudes of the input signals. Otherwise, the calculation error is significant. To de-

termine the suitability of this approximation method for the calculation, the so-called linear reduction is used, 

the essence of which is as follows. First, the previously presented expression for the current i is logarithmed: 

0( 1), Ui I e

Further, the dependence is built on the real current-voltage characteristic 

0ln( / 1).  U i I

Then, in the voltage range ΔU, the degree of difference between this characteristic and a straight line is 

checked. If this difference is small, then the initial characteristic of a nonlinear element (a semiconductor 

diode) can be approximated by an exponent. 

Nonlinear dependencies of a more complex form can be approximated by the sum of two transcendental 

functions. For example, the characteristic of a tunnel diode is described by the expression 

0ln( / 1) ( ) i I f u

in which the first term determines the tunnel current, and the second — the diffusion current. 

i

u

i1

i3

u1 u2 u3

i2

AUe-U

D(e-βU-1)

Fig.3 - Example of approximation of the tunnel diode characteristic by transcendental functions 

A graphic representation of this characteristic is shown in Figure 3, where the total current is shown as a 

solid line, and its components are shown as a dashed line. 

Fractional-rational approximation (Pade approximation) 

Fractional-rational approximation (Pade approximation). Using information about the analytical proper-

ties of elementary and special functions can significantly reduce the amount of calculations. The possibility of 

representing the calculated functions by convergent power series of the form is significantly used 

0





 k
k

k

c z

Here is 0; z x x  x0 - the point where the function is decomposed into a series. Note, however, that 

contrary to popular belief, such series are almost never directly used to calculate functions. The currently 

widely used method of representing functions is to approximate them by rational fractions of the form 
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  0 1

0 1

...
( )

...

  


  

n
n

m
m

a a z a z
R z

b b z b z
  (1) 

There are various ways to arrive at fractional-rational approximations. In some cases, rational interpola-

tion is used — the interpolation of a function with a rational fraction (1). Then the coefficients 

( 0,1,..., ),  b ( 0,1,..., ) j ka j n k m  are found from the set of relations ( ) (0 , 1),     i iR z y i N N n m  

which can be written in the following form:approximations come in different ways. In some cases, rational 

interpolation is used — the interpolation of a function with a rational fraction (1). Then the coefficients are 

found from the set of relations which can be written in the following form: 

0 0 

 
n m

j k
j i i k i

j k

a x y b x  

These relations form a system of N linear algebraic equations with respect to N + 1 unknowns. Such 

systems always have non-trivial solutions. We can also write R(z) explicitly if we use the apparatus of inverse 

divided differences. One possible way is to use the theory of continued (or continuous) fractions. For example, 

the function tg x is represented by a continued fraction 

 
2

2

 

1

3
5 ...








x
tg x

x

x

   (2) 

By breaking off such an infinite fraction, one obtains some finite fraction approximating the function. 

More and more popular in recent years, the method of approximating analytical functions is the Pade 

approximation — such a fractional-rational approximation (1), for which 

  
10 1

0 0 1

...
( ).

...


 



  
 

  


n
k n mn

k m
k m

a a z a z
c z O z

b b z b z
   (3) 

Equality (3) means that the coefficients of the fraction (1) are selected so that in its expansion into the 

Taylor series, the first terms exactly coincide with the corresponding terms of the series (2). 

As an example, we give two approximations of the Pade function in the cases 

2

2

2 2

2 2

12 6

12 6

12( 10) ( 60)

12( 10) ( 60)

,

.

 

 

  

  





x x x

x x

x x xx

x x x

e

e
 

Note that 0.5 ln  2x the approximation (3) provides the accuracy of 99 10  

Parabolic approximation 

If the linear polynomial fails exactly to approximate the experimental data, a nonlinear approximation is 

used – an approximation of the second and higher orders. The second-order approximation (parabolic) is de-

scribed by the polynomial [2-6] 

2
2 0 1 2( ) .    P x a a x a x  

The coefficients ai are determined by the least squares method 

2 2
0 1 2

1

( ) min


     
n

i i i
x

i

F y a a x a x  

We make a system of equations, equating the partial derivatives to zero: 

______________________________________________________________________________________________________________THE SEVENTEENTH ISA EUROPEAN STUDENTS PAPER COMPETITION (ESPC-2021) WINNERS



55 

2
0 1 2

0 1

2
0 1 2

0 1

2 2
0 1 2

0 1

2 ( ) 1 0;

2 ( ) 0;

2 ( ) 0.








        





        


         








n

i i i

i

n

i i i i

i

n

i i i i

i

dF
y a a x a x

da

dF
y a a x a x x

da

dF
y a a x a x x

da

After the transformations, we get a system of linear equations with three unknowns (a0, a1, a2): 

2
0 1 2

1 1 1

2 3
0 1 2

1 1 1 1

2 3 4 2
0 1 2

1 1 1 1

,

( ),

( ),

  

   

   


     





      


       


  

   

   

n n n

i i i

i i i

n n n n

i i i i i

i i i i

n n n n

i i i i i

i i i i

a n a x a x y

a x a x a x x y

a x a x a x x y

Let's introduce the notation: 

2 3 4
1 2 3 4

1 1 1 1

2
5 6 7

1 1 1

;   ;  ;  

;  ( ); ( ).

   

  

   

    

   

  

n n n n

i i i i

i i i i

n n n

i i i i i

i i i

S x S x S x S x

S y S x y S x y

  (4) 

Taking into account the accepted designations, the system (4) will take the form: 

0 1 1 2 2 5

0 1 1 2 2 3 6

0 2 1 3 2 4 7

,

,

.

     


     
      

a n a S a S S

a S a S a S S

a S a S a S S

The coefficients a0, a1, a2 are found by the Kramer method, according to which: 

0 1 2
0 1 2,  ,  .

  
  
  

a a a

Where 

1 2 5 1 2 5 2 1 5

1 2 3 0 6 2 3 1 1 6 3 2 1 2 6

2 3 4 7 3 4 2 7 4 2 3 7

;  ,  ,  .        

n S S S S S n S S n S S

S S S S S S S S S S S S

S S S S S S S S S S S S

Approximation in the form of a power (exponential) function 

The power function has the form 

  ay b x

Logarithmizing the last equation, we get 

lg( ) lg( ) lg( )  y b a x

Let's introduce the notation: 

lg( ),  lg( );  ;  lg( )   Y y B b A a X x

Using the least squares method, we find the unknown coefficients B and A: 
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2

1

( ( )) min
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i

F Y B A x  

The formulas for calculating the coefficients A and B are similar as for the case of linear approximation 

(5,6): 

   1 1 1 1 1

2
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1 1
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,      

 

    
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    

 
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n n

i i

i i

n x Y x Y Y A x

A B
n

n x x

  (5,6) 

After determining the coefficients, we will return to the previously accepted notation 

10 ,  ,  10 ,  10   i iY XB
i ib a A y x  
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Abstract 

The work focuses on bit-oriented calculation methods implemented in an excessive digit number system. The 

ambiguity of the representation of numbers in the redundant number system is shown and the possibility of 

selecting the representation of numerical data according to the weight of the number is discussed. The ad-

vantages that enable their effective use in software implementations are analized. 

Keywords: bit-oriented calculations, digit number system, optimal binary representation, binary number 

weight. 

Introduction 

With the increase in performance of modern embedded computers, the number and dimension of tasks 

solved on them increases, various requirements for accuracy and time of calculations are imposed. In a number 

of real-time applications of diagnostic and management systems face the challenge of minimizing computa-

tional time. These are, for example, tasks of evaluating and predicting the development of fast-flowing pro-

cesses, for which it is important to determine the trend of changing process parameters, and not their exact 

value. 

Traditional computer calculations are carried out in floating point arithmetic with a rigidly fixed mantissa. 

For these tasks, with small requirements for the accuracy of the result, this leads to a significant redundancy 

in calculation time. 

An alternative to traditional computing is computing based on processing bits of data. However, the scope 

of such calculations is limited by the possibilities of bitwise decomposition of binary numbers. However, here 

you can use sign-bit (sign-digit) encoding, which allows you to vary the data representation. 

Problem statement 

In the present work, for a number of computational tasks, conditions are determined and the use of bit 

calculation methods is proposed, which are implemented during sign-digit (redundant) data encoding. This 

includes organizing pipeline calculations with an additional pipeline layer implementing a conversion from 

binary code to redundant sign-digit code. 

The focus is on the advantages of such a pipeline, which allows efficient use of methods in both  hardware 

and  software implementation with adjustable computational accuracy. 

Data for processing 

Data in diagnostic and monitoring systems are usually values obtained from the conversion of physical 

quantities by analog-to-digital converters (ADC). It is important to note that most methods of converting phys-

ical quantities give a numerical binary code by method "digit by digit", starting with the highest. For example, 

the analog-to-digital conversion SAR (Successful Approximation Register)  is implemented by algorithm of 

binary "weighting". It is like solving Fibonacci's "problem of choosing the best system of weights," discussed 

in the book «Liber Abaci» (1202 г.) [1]. The ADC measures the value of the input signal by performing a 

number of successive "weights" comparisons of the input voltage value with a number of values - generated 

according to the principle of dichatomy. Sigma-delta ADC also generates the result sequentially "digit by digit" 

(bit by bit).  

To organize calculations with numbers, on-line arithmetic [2] is known - pipeline processing using the 

representation of operands in the form of a decomposition of digits [3, 4]. Obviously, when processing binary 

digits at the rate of their appearance on the ADC, starting with the highest digit, using such arithmetic, it is 

possible to significantly reduce the calculation time when solving some problems. However, such a pipeline 

of calculations without converting binary code to redundant sign-digit code is not possible [4]. 
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Sign-digit coding 

Redundant sign-digit (sign-bit) coding has a number of advantages [5-7], which were used in the last 

century in a number of digital signal processing processors. Today, these advantages are used in the structures 

of modern universal processors with hardware implementation of the multiplication operation, and also in 

programmable logic and VLSI [8 - 10].  

The processing of operands, starting with their higher digits at sign-digit coding, firstly, ensures that there 

are no global transfers when performing arithmetic operations. Secondly, it is possible to flexibly reduce (in-

crease) the number of digits in the number and, accordingly, adjust the accuracy of the results (calculation 

time) within the accuracy of processor or the presentation of data in the programming language. Third, numbers 

are represented by many options and you can choose the best of them for a particular task. 

Article [11] shows that the transition from the alphabet {0, 1} to the alphabet {0, + 1, -1} gives for data a 

different number of views depending on the bit size selected. So, for natural numbers from 1 to 4096 on a 12-

bit processor, the number of accurate representations of most of them exceeds 100 and even 200 variants. At 

the same time, it is possible to flexibly influence the structure of the number code and its weight - the number 

of units in the code [2, 7]. 

 

Fig. 1. Distribution of the number of representations of numbers  

in sign-digit encoding with a bit depth of 12 

Fig. 1 shows the distribution of the number of representations k for 4096 numbers in 12-bit processor (r 

= 12). 

Real-time converting binary code of number to sign-digit binary code 

Multiple representations of the number in sign-digit code allows you to choose the best transcoding option 

implemented in real time and the best value of the weight of the number - an important parameter of processing 

complexity. 

The simplest method of conversion is to "smear" the sign into all significant digits in the number, for 

example, as shown below:  

binary code of number    - 0.01011010010001112  (8), 

binary sign-digit (2sd) code of number    0.01011010010001112sd (8). 

Here -1 is represented as 1, and in parentheses the value of the weight of the number.  

Another simple method [4] – for each consecutive digit bi (i = p-1, p-2,…,0) received from the ADC, a 

transformation to di is performed in the form:  

if  bi < bi-1 (01), then di = 1; 

if  bi > bi-1 (10), then di = - 1; 

if  bi = bi-1 (00 or 11), then di = 0. 

The conversion delay is 1 clock cycle. The implementation of the transformation is performed by a simple 

comparison scheme shown in Fig.2. 
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Fig. 2. Scheme of transformation 

Other possible methods [4] for the same number give the following sign-bit codes: 

0.01011010010010012sd (7), 

0.01111111110011112sd (13), 

0.11111111111111112sd (16). 

They are also executed in real time and are based on a comparison of bits (groups of bits) of the converted 

binary code, starting with the highest bits. 

Bit-oriented computing and its advantages 

Bit-oriented computing methods, being an alternative to traditional ones, attract attention by the simplicity 

of their implementation and the presence of a number of useful properties [2].  

Theory of on-line bit-oriented computing, which was created at the end of the XX century by such scien-

tists as prof. M. Ercegovac, V. Baikov, S. Ashby, G. Pukhov, is now being improved through the use of sign-

discharge and other non-traditional number systems [11, 12]. Although 30-40 years ago, the development of 

such computing methods was associated with the creation of specialized processors, today their use is becom-

ing interesting and effective in software implementation. 

In the absence of experimental data and proven recommendations for the representation of numbers for a 

specific on-line method, the use of sign-digit encoding is not very attractive. When switching to calculations 

with bits of numbers, the programmer needs to be sure that along with the benefits obtained, other parameters 

of the computing process will not be degraded. For example, for iterative computing processes, such as many 

bit-oriented computations, it is the accuracy of the results and the number of iterations required to achieve 

them.  

The results of the extended computational experiment [11] showed that in sign-digit arithmetic, many 

time-consuming problems are solved faster using bit methods of computation, and in integer arithmetic, it is 

possible to achieve results with absolute accuracy when solving Diophantine equations and systems of equa-

tions [13].  

Examples of calculations in sign-digit encoding 

Here are some examples that demonstrate end-to-end pipelining of bits-level (digit-level) calculations. 

Example 1. Solution of a system of linear algebraic equations of the form АХ = В, where  

     
0,90625

B
0,46875

 
 
  

 ,

in which the free terms in binary form are represented exactly: 

b1 = 0.111012, 

b2 = 0.011112 . 

The vector of solution is formed by the method described in detail in book [4], by calculating a binary 

digit at each step of the method. The exact solution is obtained in the form: 

х1 = 1.10101012sd = 1,351562510,   

х2 = 0.10001012sd = 0,476562510. 
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With a bitwise representation of the free members of the system and entering them into the computational 

process sequentially, the solution is obtained in the form: 

х1 = 1.10101112sd,    

х2 = 0.10001112sd . 

This fully corresponds to the exact solution of the system of equations. The solution of such systems of 

equations with a predominant diagonal in the matrix A is typical for performing discrete convolution in signal 

processing, autoregressive analysis, forecasting of fast-flowing processes in nuclear power, etc. If the system 

is Diophantine, which is typical for most of the listed tasks, then you can use scaling before calculations with 

reverse scaling after receiving the results. 

Example 2. Calculating the value of a polynomial of the form 

P (х) = a0 х0 + a1 х1 + a2 х2 

with a0 = a1 = a2 = 0,5 and х = 0,2 after 8 steps is obtained in the form of   

Р(х) = 0.10011111…2sd . 

Continuing the calculation process allows you to get a solution with greater accuracy.  

In diagnostic and control systems, the calculation of polynomials is the basis for obtaining the values of 

elementary functions, approximating of trajectories, etc. with configurable result accuracy (solution time). 

In the examples given, the multiplication operations are degenerate: one of the operands when calculating 

the sums of paired products has the value +1, -1, or 0.  This determines the efficiency of the proposed calcula-

tion scheme in redundant on-line arithmetic. 

In general, apart from the above examples, the following operations can be performed bitwise using only 

comparison and addition/subtraction in on-line arithmetic with sign-bit coding of data: 

– Boolean transactions; 

– addition (subtraction); 

– comparison; 

– shift to the right; 

– multiplication (division); 

– calculation of the square root from the number; 

– calculation of polynomials (elementary functions); 

– calculation of fractional rational functions (elementary functions, approximation problems); 

– solution of linear algebraic equation systems. 

Conclusion. Currently known bit-oriented methods allow the use of sign-digit coding and corresponding 

arithmetic for unique software implementations. This is especially important in diagnostic and control tasks, 

where the accuracy of the result required for decision making is significantly less than the accuracy provided 

by the presentation of data in the programming language, and the requirements for decision speed are maxi-

mum. 

For the conscious programmatic use of bit-oriented methods in sign-digit operand coding, one must first 

obtain an answer to the question about the optimal representation of data from a plurality of possible ones by 

selecting a method for converting codes and the resulting number weight. This will determine the associated 

method of transcoding data from a traditional binary system in which it is represented in a computer, and will 

also optimize calculation methods. 
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Abstract 

The article presents an analysis of new discrete code sequences obtained from rows of persymmetric cyclic 

quasi-orthogonal matrices. A comparative analysis of the characteristics of the new code sequences obtained 

is given. The advantages of the sequences obtained in this work are discussed in the aspects of improving the 

correlation characteristics, their detection and noise immunity in radio channels of distributed systems. The 

use of new code sequences obtained from rows of quasi-orthogonal matrices is aimed at improving the char-

acteristics of compression, detection, accuracy, resolution, and noise immunity. The results obtained in this 

work are focused on application in modern radar, telecommunication, ultra-wideband, optical, acoustic, and 

"intelligent" systems for detecting and transmitting data. 

Keywords: Persymmetric cyclic quasi-orthogonal matrices, discrete code sequences, correlation function. 

INTRODUCTION 

At present, the field of application of discrete code sequences (DCS) with given correlation and spectral 

characteristics has significantly expanded from individual tasks of radar, sonar and navigation, to the use of 

such signals in communication: in addressing, information transmission, synchronization, coding, etc. ; using 

them in neural networks at the training stages; when creating medical equipment of high resolution and accu-

racy; in computing systems, automation and telemechanics systems for protection against unauthorized access, 

ensuring high noise immunity, cryptographic resistance, electromagnetic compatibility, etc. [1-10]. 

At the moment, the theory of synthesis of sequences with given correlation and spectral characteristics is 

sufficiently developed, but far from being completed. This fact is noted in [11], where a classification of DCS 

is given, and methods for synthesizing DCS with given correlation and spectral characteristics known at the 

time of writing are systematized.  

For a long time, the main content of research on this topic has been focused on clarifying the properties 

of known DCS, expanding the power of known coding rules and areas of application of DCS. This indicates 

the need to search for new methods for the synthesis of such sequences. 

Recently, in the field of searching for DCS with given correlation characteristics, there has been interest 

in the search and study of extremal matrices. Such matrices, for example, are orthogonal and quasi-orthogonal 

matrices of symmetric and block-symmetric structures [12-14], and matrices of the maximum of the determi-

nant [15-17]. An example is the Barker codes used in the IEEE 802.11 set of standards. The analysis showed 

that although they were calculated independently of the matrix theory, they are fragments of the rows of the 

matrix of the maximum of the determinant calculated by G. Barba [18]. 

The development of the theory of quasi-orthogonal matrices and new practical results open up the possi-

bility of revising methods for diagnosing noise-immune codes, developing new algorithms for processing sig-

nals and images. 

In this paper, the task is to study the correlation characteristics of DCS based on rows of quasi-orthogonal 

matrices for comparative analysis and the possibility of using structures based on them with the alphabet (1, -

b) [12] - sequences of maximum length, such as sequences formed on the basis of quadratic residues and Jacobi

symbols [19] i.e. to move away from the classical approach, when the alphabet of the code structure is integer

and symmetric.

SEARCH FOR NEW CODE SEQUENCES 

In [19, 20], the most convenient strategies for computing cyclic quasi-orthogonal matrices were identified, 

based on sequences of maximum length - m sequences, Legendre sequences and Jacobi sequences. This paper 

proposes a complementary strategy based on the Raghavarao sequences. 
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Strategy 1. Calculation of the first row of a matrix based on Legendre symbols for lengths N = 3, 7, 11, 

19, 23, etc. In this case, the Legendre sequence is characterized by the fact that the number of negative and 

positive elements differs by one. 

Strategy 2. Calculation of the first row of the matrix based on Jacobi symbols, for lengths N = 3, 15, 35, 

143, etc. In this Jacobi sequence is characterized by the fact that a double prime of the form N = p (p + 2), 

where p is a prime number. 

Strategy 3. Calculation of the first row of a matrix based on m-sequences and its modified forms for 

lengths N = 3, 7, 15, 31, 63, 127, etc. In this case, the modified m-sequences differ in that the alphabet of the 

sequence is asymmetric, as in the classical case. 

Strategy 4. Calculation of the first row of the matrix based on the sum of squares of adjacent natural 

numbers [21]. For example, for lengths N = 5, 13, 25, 41, 61, 85, 113, etc., where 5=12+22, 13=22+32, 25=32+42, 

41=42+52 61=52+62, etc. In this case, the number of negative elements in a line corresponds to a smaller square 

in the sum, respectively, a larger one. Cyclic matrices of Raghavarao correspond to this strategy. 

After the strategies are determined, it is required to search for the code sequences with the best correlation 

characteristics. 

At the same time, the modification of the indicated code constructions with the alphabet (+1, –b) is con-

sidered in this study as a difference from the existing approach with a symmetric alphabet (+1, –1). 

To do this, in accordance with strategies 1-4, each of the original sequences (Legendre, Jacobi, m-se-

quences and Raghavarao) is modified by replacing negative, or zero in the case of an m-sequence, elements 

with –b. After that, the following procedure is performed: 

- a square matrix is formed, consisting of (+1, –b) by shifting the modified sequence one position to the

right for each new row of the desired cyclic matrix; 

- the resulting matrix is multiplied by the transposed itself;

- matrix elements that do not lie on the main diagonal after the multiplication operation will contain an

expression with an unknown value b; 

- the resulting expression is equated to zero and the value of the element b is selected, which is character-

istic of quasi-orthogonal matrices [12-14]. 

The block diagram of the algorithm for obtaining modified code sequences is shown in figure 1. 

Generating the original 

sequence

Replacing negative and 

zero elements on «-b»

Generating a square 

matrix by cyclic shift

Multiplying the 

resulting matrix by 

itself transposed

Setting an element not 

lying on the main 

diagonal to zero

Solving the equation 

and calculating the 

unknown value «-b»

Figure 1 - The procedure for generating a code sequence 

Figure 2 - Portrait of a cyclic quasi-orthogonal matrix based on a Raghavarao sequence of length 25 
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The result is a square matrix, an example of which is shown in figure 2, where the white square corre-

sponds to the value «+1», and the black one corresponds to «-b». 

 COMPARATIVE ANALYSIS OF CORRELATION CHARACTERISTICS 

OF THE OBTAINED CODE SEQUENCES 

The most important characteristic of DCS for solving the problems listed in the introduction is the corre-

lation function (CF). In practical applications, the CF of the code sequence should have a maximum center 

peak and a minimum level of side lobes. To analyze the code sequences, a comparative analysis of the periodic 

CF and the aperiodic CF should be carried out. In this case, for the CF-th one should identify those that have 

the maximum level of the main peak of the CF and the minimum level of side lobes [22, 23]. 

Comparative analysis based on computational experiments for modified sequences of maximum length 

obtained from matrices: 

- Mersenn type (strategy 1),

- formed on the basis of Jacobi symbols (strategy 2),

- formed on the basis of modified m-sequences (strategy 3),

- formed on the basis of Raghavararo sequence (strategy 4), for correlation characteristics - aperiodic

autocorrelation function (ACF) and periodic autocorrelation function (PACF). 

The essence of the experiment is as follows. From the initial sequence obtained for each of the strategies 

described above, a square matrix with elements (+1; -1) was formed by cyclic shift. In this matrix, we searched 

for the best in terms of the minimum of the maximum of the side lobe normalized to unity of the autocorrelation 

function of the matrix row, as shown in Figure 3, where the autocorrelation function of the first row is shown 

in red, and the autocorrelation function of the found row with the lowest level of the side lobe is shown in blue. 

Hereinafter, it should be stipulated that N will denote the order of the matrix. 

Figure 3 - Normalized ACF of the first row of the matrix for N = 31 formed  

on the basis of strategy 1 (red) and the row with the lowest sidelobe level (blue) 

After this procedure, the matrix with the values (1, –1) was replaced by a quasi-orthogonal one according 

to the algorithm shown in Figure 1. The resulting matrix with the values of the elements (1, –b) was also 

subjected to the procedure for finding a row with a minimum of the maximum of the side lobe of the ACF. 

Then the best rows of the matrix (1, –1) and matrix (1, –b) were compared for the value of the ACF sidelobe 

level, as shown in Figure 4. 

Next, with the same order N = 31, we analyze the periodic autocorrelation functions of sequences with 

elements (1, –1) and (1, –b) to make sure that the background of negative side lobes is uniform. The result is 

shown in Figure 5. 
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Figure 4 - ACF of the sequences based on strategy 1 with elements (1, –1) and (1, –b) for the best by the 

criterion of the minimum of the maximum of the side lobe of the autocorrelation function for N = 31 

Figure 5 - PAKF codes obtained on the basis of strategy 1 for N = 31 

Consider another example of improving the autocorrelation function of the original code structure. Take 

a row of the Raghavarao matrix (strategy 4) of order 13, and calculate its ACF, then modify the original se-

quence by a known procedure and obtain a sequence of the form (1, –b). We also calculate the ACF for the 

resulting sequence. The results are shown in Figure 6. 
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Figure 6 - ACF of the best according to the criterion of the minimum of the maximum of the side lobe  

of the autocorrelation function of the Raghavarao matrices of order N = 13 with elements (1, –1) and (1, –b) 

In the case of PACF for strategy 4 with N = 13, an interesting result was obtained, shown in Figure 7, the 

values of the side lobes are lower in the case of the modified Raghavarao sequence than in the classical repre-

sentation. 

Figure 7 - Periodic autocorrelation function of the Raghavarao code sequence, order N = 13 

Table 1 summarizes the ACF sidelobe level values obtained for the matrices for each of the four strategies. 

Some missing values in Table 1 are explained by the existence of these matrices in this order. This is rather an 

advantage of these strategies, rather than a disadvantage, since it allows you to implement a larger number of 

code sequences. 

The obtained values show the feasibility of the proposed approach based on replacing the symmetric 

alphabet from         (1, –1) to the asymmetric (1, –b). 
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Table 1 

Maximum ACF sidelobe level 

Order 15 31 143 511 

Strategy 

1 

(1,–1) 0.1333 0.0968 0.3936 0.4012 

(1,–b) 0.2091 0.0916 0.3996 0.4216 

Order 15 35 143 

Strategy 

2 

(1,–1) 0.1333 0.0857 0.0699 

(1,–b) 0.1389 0.1067 0.0686 

Order 15 31 511 

Strategy 

3 

(1,–1) 0.1333 0.0968 0.391 

(1,–b) 0.1100 0.1086 0.381 

Order 13 25 41 

Strategy 

4 

(1,–1) 0.0769 0.280 0.1220 

(1,–b) 0.0648 0.3316 0.1241 

1. D. Jansson, Mathematical modeling of the humansmooth pursuit system, Ph.D. thesis, Uppsala Uni-

versity, Division of Systems and Control, Automatic control, 2014. 

2. M. G. Wattimena, V. A. Nenashev, A. A. Sentsov and A. P. Shepeta, "On-Board Unlimited Aircraft

Complex of Environmental Monitoring," 2018 Wave Electronics and its Application in Information and Tele-

communication Systems (WECONF), St. Petersburg, 2018, pp. 1-5. 
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CONCLUSION 

The paper discusses the mechanisms for the formation of discrete code sequences based on persymmetric 

cyclic quasi-orthogonal matrices of four types. Comparative analysis of the results of computer simulation of 

the use of widely known and modified code sequences shows the advantage of the latter. At the same time, for 

the sequences considered in the work, an analysis was carried out from the correlation properties. 

The result of the study shows that the codes obtained on the basis of persymmetric quasi-orthogonal cir-

culants provide greater noise immunity of signals in radio channels, as well as an increase in the probability of 

their correct detection against the background of external interference. 

The results obtained in this work show that the described approach is promising and make it possible to 

conclude that it is advisable to use it in modern distributed radar, telecommunication, ultra-wideband, optical, 

acoustic, and “intelligent” systems for detecting and transmitting data. 
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STATISTICAL EQUIVALENTS OF THE TUKKA AND HUBER MODELS 
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Abstract  
The paper presents the results of a study of the statistical equivalents of input signals of complex systems using 

the composite distributions of Tukka and Huber to assess the robustness of automation systems, built on the 

basis of histograms of distributions with given percentages of clogging. For Tukky's model, unimodal normal 

distributions with the same mean and different variances were chosen; for the Huber model, the distributions 

of the Weibull family were taken, which differ in the means, which leads to the polymodality of the composite 

Weibull distribution. The histograms of the corresponding composite distributions obtained by the methods of 

simulation modeling of the input signals of the systems on the computer are given. 

Keywords — complex system, automation, input signal, statistical equivalent, histogram, modeling algorithm, 

normal distribution, Weibull distribution, Tukki's model, Huber's model, robustness. 

INTRODUCTION 

The design of complex automation systems also implies the need to study the stability of these systems 

when the assumptions made in their synthesis change regarding the statistical characteristics of the input sig-

nals of these systems. In this case, it is desirable to use real records of input signals as test signals, the statistical 

characteristics of which were, as a rule, in a simplified form, used as mathematical models in determining the 

algorithm for processing input signals. Such simplifications are almost always present, since a rigorous ana-

lytical synthesis can be carried out only with known functional relationships with respect to the probabilistic 

characteristics of input actions. It is virtually impossible to select the exact characteristics of the input signals, 

which is why, after the synthesis of the processing algorithm, the problem arises of investigating the robustness 

(stability) of the system to deviations of the statistical characteristics of real signals from the characteristics of 

the signals used in the synthesis. 

It is, of course, possible to investigate the robust properties of the system using more complex models of 

input signals, in particular, using models with "weighted" distribution tails, but it is better to use real recordings 

of signals, which must be at the disposal of the designer, otherwise the synthesis of the system will be based 

only on theoretical assumptions that may not be met in practice. The problem here is that there may be few 

such records, in particular, when designing processing algorithms based on the use of artificial intelligence, 

they are always lacking. Therefore, the method of using statistical equivalents of input signals replicating dif-

ferent implementations of input streams that are statistically indistinguishable from the actually observed data 

is one of the main directions of overcoming the "lack" of data. 

When using statistical equivalents, in contrast to traditional classical methods for approximating the sta-

tistical characteristics of input signals, using, for example, goodness-of-fit criteria, the developer "does not 

know" the statistical characteristics of the simulated input streams, but knows that these streams have exactly 

the same statistical characteristics as in reality. recorded input signals, and, therefore, do not contradict these 

experimental recordings. This explains the practical value of using statistical equivalents when analyzing the 

performance of designed systems on a computer, since, in this case, a machine experiment is as close as pos-

sible to a real experimental study of the system. 

ALGORITHMS FOR GENERATING STATISTICAL EQUIVALENTS USING 

DISTRIBUTION HISTOGRAMS 

In [1], two algorithms for the implementation of generators of statistical equivalents of input streams, 

using histograms of distributions of input signals of complex systems being designed, are considered. We will 

use these algorithms to study the possibilities of generating input streams, when the approximation of the 

statistical characteristics of input signals from experimental data is difficult or even impossible. Such situations 

arise, in particular, when it is necessary to use composite distributions to approximate the input flows, since it 

is practically impossible to "pick" both the distributions themselves and the corresponding weight coefficients 
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in such cases. In this case, we will consider the two most probable, in our opinion, cases - Tukki's model and 

Huber's model. 

As an algorithm that generates a signal flow that is statistically equivalent (in terms of the histogram) to 

the real flow, we will take the algorithm presented in [2,3]. Let's briefly present this algorithm. 

Let the domain of definition of the histogram 0,   x na aa of the original sample X, according to which

the histogram  h x  is constructed, be represented by the union of n subsets

 0, 0, 1 1, 2 1,

1

,

2 , 1,2, ,





                

   

x n n n

i i

a a a a a a a a

a a i n

a (1) 

Vector  
Т

1 2, ,y nb b bb is a vector whose elements ib  are proportional to the empirical frequencies 

of the random variable ξ hitting the intervals 1[ ), 1,2, 1  i ia a i n , and 1[ ]n na a , respectively, fig. 1. 
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a5 a6 a7a4 x

hξ(x)

Fig.1.Histogram  h x  of the original sample X, n = 7.

Scale along the (0Y) axis in fig. 1 is chosen so that the area of the histogram Sh is equal to 1, that is, so 

that the equality 

       1 1 0 2 2 1 1 1

1 1

2 1, 

 
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n n n i i i

i i

h ib a a b a a b a a b a a bS (2) 

since only in this case, with an increase in the sample size and an increase in n, the histogram  h x  converges

to the true distribution density  f x  of the sample X.

Using the given histogram  h x , integrating, we construct an empirical distribution function  F x  of

the sample X corresponding to the histogram  h x . This function is piecewise linear
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where 
    

1





 
m

m m
j

j

Y F X p  is the value of the function at the break points. The  F x  function is shown

in fig. 2. 
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xХ(0)
Х(1)

F (x)

Y(1)

Y(2)

Y=1

Fig. 2. The empirical function of the sample X, built on the histogram  h x . 

Using the sequence ri, i=1,2,…k…, uniformly distributed in the interval [0,1) pseudo-random numbers, 

we obtain a pseudo-random sequence of numbers Ri, i=1,2,…k…, the distribution function of which is equal 

to  F x  
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i i im m
R F r r (4) 

This sequence of numbers with k  and fixed n and partitions of the set 0,   x na aa  has a histogram 

that completely coincides with the original histogram  h x . Thus, the sequence Ri, i=1,2,…k…, is the statis-

tical equivalent of the original sample X. 

It should be noted that we do not approximate the distribution of the sample X with any known distribution 

and, even in general, we do not need to know what kind of distribution the original sample belongs to, but at 

the same time, generating the sequence Ri, we repeat the real experiment, that is, we replicate various imple-

mentations of the original sequences observed in practice, which do not contradict empirical data.  

This approach is convenient in practice, especially in cases where it is virtually impossible to find theo-

retical distributions. This mainly applies to all distributions that are composite distributions, special cases of 

which are the Tukki and Huber distribution models, which are used quite often in the analysis of the robustness 

of algorithms for processing input signals of complex systems. Below we consider examples of using this 

approach to the synthesis of statistical equivalents using the example of the Tukki and Huber distributions. 

GENERATION OF STATISTICAL EQUIVALENTS OF THE TUKKI MODEL DISTRIBUTIONS 

As a first example, let us consider the application of the proposed method for generating statistical equiv-

alents to the Tukki model used to study the robust properties of input signal processing algorithms in the case 

of noise with “weighted” distribution tails. Traditionally, we will use two normal distributions with the same 

means, but with different variances. 

In our example, it does not matter what absolute values are specified for the distribution parameters, only 

the relationships between the distribution parameters are important. So, let the basic distribution of the normal 

random variable ξ1 with density  
1

2
1 1/ , f x m , where m1 and 2

1 the mathematical expectation and variance 

of the distribution, and the contaminating distribution of the normal random variable ξ2 with density 

 
2

2
2 2/ , f x m , where m2 and 2

2  the mathematical expectation and variance of the distribution, respectively, 

be given, 

 
 

1

2
12

1 1 2
1 1

1
/ , exp ,

2 2


 
   
   

x m
f x m (5)
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  
 

2

2
22

2 2 2
2 2

1
/ , exp .

2 2


 
   
   

x m
f x m  (6) 

Let the clogging factor be γ. For the traditional Tukki model, we can put m1=m2=0, 1 1   and

2 13 3    , the clogging factor γ is set equal to γ = 0.3. Then the composite Tukki distribution for the random 

variable ξ3, which is a mixture of the distributions of the random variables ξ1 and ξ2, can be written in the form 

 

         
 

 

3 1 2

2
12 2 2

3 3 1 1 2 2 2
1 1

2 2 2
2

2
2 2

1
/ , 1 / , / , 1 exp

2 2

1 1
exp 0.7exp 0.1exp ,

2 1822 2

  

 
             
   

      
                       

x m
f x m f x m f x m

x m x x

 (7) 

where m3 and 2
3  the mathematical expectation and variance of the distribution of the random variable ξ3 

In fig. 3 shows the graphs of the functions  
1

2
1 1/ , f x m ,  

2

2
2 2/ , f x m  and their additive mixture

 
3

2
3 3/ , f x m  

 

Fig. 3 

In fig. 4 shows a histogram constructed when generating random numbers distributed over the function

 
3

2
3 3/ , f x m  

 

Fig. 4. Histogram plotted on the basis of the additive mixture  
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In fig. 5 shows a histogram constructed when generating random numbers distributed over the function 

 
3

2
3 3/ , f x m  histogram for N = 1000. 

Fig. 5. The histogram, built when generating random numbers distributed over the histogram of the function 

 
3

2
3 3/ , f x m

In fig. 6 shows a histogram constructed when generating random numbers distributed over the function 

histogram for N = 10000. 

 

Fig. 6. The histogram, built when generating random numbers distributed over the histogram of the function 

 
3

2
3 3/ , f x m for N = 10000.

It can be seen from the graphs that the histograms obtained during the generation of sequences according 

to expression (7), fig. 4, and according to the histogram shown in fig. 4, fig. 5 and fig. 6 almost coincide. This 

is not only a visual coincidence, but a real one, since the histograms shown in fig. 5 and fig. 6 by construction 

converge to the histogram shown in fig. 4. 

GENERATION OF STATISTICAL EQUIVALENTS OF DISTRIBUTIONS 

OF THE HUBER MODEL  

As a second example, consider the application of the proposed method for generating statistical equiva-

lents to the Huber model, which is also used to study the robust properties of input signal processing algorithms 

in the case of noise with “weighted” distribution tails. We will use two distributions of non-negative definite 

random variables, for which we will take log-normal distributions with different means and variances, and 

such that the composite distribution turns out to be bimodal. This choice is due to the fact that it is practically 
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impossible to "select" theoretical distributions in the case of the observed polymodal distribution for the syn-

thesis of the simulation algorithm, and the proposed method of the statistical equivalent easily copes with this 

task, since it does not require the selection of distributions and estimation of their parameters. 

Let the basic distribution of a log-normal random variable ξ1 with density  
1

2
1 1/ , f x x  

  
 

1

2
12

1 1 2
1 1

ln ln1
/ , exp , 0,

2 2


 
     
     

x x
f x x x

x
 (8) 

where 1x  and 2
1  are distribution parameters associated with the mathematical expectation m1 and the variance 

of the distribution D1 by the relations 

 
2
1

1 1 exp ,
2

 
   

 

m x   (9) 

     2 2 2
1 1 1 1exp exp 1 .   D x  (10) 

The clogging distribution of the random variable ξ2 is also logarithmically normal  
2

2
2 2/ , f x x  with 

parameters 2x  and 2
2 . The mathematical expectation and variance of the distribution ξ2 are determined by 

similar expressions.  

With a clogging factor equal to γ, the composite distribution of the Huber model is written in a form 

similar to expression (7) 
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x x

 (11)  

Below is the composite Huber distribution for the parameters 1 1x , 2 4.5x , 2 2
1 21, 0.04    and γ = 

0.3, which was used for the corresponding calculations 
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In fig. 7 shows the graphs of functions  
1

2
1 1/ , f x x ,  
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2
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Fig.7. Histogram plotted on the basis of the additive mixture  
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In fig. 8 shows a histogram constructed when generating random numbers distributed over functions 

 
3

2
3 3/ , f x x

In fig. 9 shows a histogram constructed when generating random numbers distributed over the histogram 

of the function  
3

2
3 3/ , f x x for N = 1000. 

In fig. 9 shows a histogram constructed when generating random numbers distributed 

 over the histogram of the function for N = 1000. 

In fig. 10 shows a histogram constructed when generating random numbers distributed over the histogram 

of the function for N = 10000. 

Fig.10. Histogram, built when generating random numbers distributed 

over the histogram of the function  
3

2
3 3/ , f x x

It can be seen from the graphs above that the histograms of the Huber model obtained during the genera-

tion of sequences according to expression (11), fig. 8, and according to the histogram shown in fig. 8, fig. 9 

and fig. 10, as well as for the Tukky model, practically coincide, since, by construction, they converge to the 

histogram shown in fig. 8. 

FINDINGS 

The paper presents calculations for a simple but quite effective algorithm for modeling input signals of 

information processing systems, using empirical data on the statistical characteristics of input streams. The 

algorithm allows you to generate input streams that are statistical equivalents of input signals of complex 

systems, that is, it actually allows you to replicate records of realizations of input signals obtained in real 

conditions. It should be noted that in this case, the researcher does not need to approximate the statistical 

characteristics of the records of real signals, since the algorithm will automatically take into account these 
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characteristics even in such complex cases when there are “weighted” distribution tails, as in the Tukki model, 

or the distributions of real signals are polymodal, as in the model. Huber. 
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Annotation 

In this paper, the dependence of the change in the propane combustion process on the change in the ratio of 

the supplied gas-air mixture is considered when using the spectroscopic method of research using the Ocean 

Optics spectral instrument. 

Introduction 

Air pollution is becoming more and more relevant topic in the field of ecology every year. Many cities in 

the world suffer from high levels of harmful substances in the air, which adversely affects the environment 

and the body of animals, including humans. 

The control of the combustion process in modern thermal power plants consists of complex interconnected 

systems of instruments and control programs that monitor such parameters as consumption, temperature, fuel 

and oxidizer (air) pressure; temperature and pressure inside the combustion chamber; composition and con-

centration of combustible gases, oxidation products (CO2 and H2O) and oxidation by-products (CO, C2 and 

CH4) in the chamber, as well as composition and concentration of flue gases. A large number of devices, 

various sensors and monitoring equipment, which have their inertia and, at other times, insufficient sensitivity, 

inevitably lead to an increase in the response time of the necessary control units under already changed con-

trolled conditions, which cannot allow achieving the required efficiency indicators of the installation and re-

ducing harmful emissions into the atmosphere [1]. 

The combustion process of gaseous hydrocarbon fuel, the main part of which is methane (CH4) from 76 

to 98%, consists in its chemical combination with oxygen and proceeds in the form of a branched chain reaction 

with a large release of heat. In this case, the air-gas ratio in the mixture entering the flame front is of great 

importance. In this case, the appearance of the flame and, consequently, its spectrum change depending on the 

air-gas ratio in the mixture, pressure and air flow rate [2]. 

The combustion process is characterized by a number of informational parameters, including spectro-

scopic ones. In this work, to solve the problems of monitoring the combustion of gaseous hydrocarbon fuel, it 

is proposed to use the methods of applied optical spectroscopy. The control device is a spectral-selective device 

that examines optical radiation as a signal carrying spectroscopic information about the combustion process 

and can supplement, improve and optimize flame control on the objects used (replace most of the control and 

measuring equipment located on the object). The proposed device performs spectral measurements in specified 

areas of the optical range using a set of narrow-band interference optical filters tuned to specific wavelengths. 

Description of the laboratory setup 

The study of the combustion process is carried out on two different types of burners with the same gas 

pressure (3.5 kPa): gas-air with compressed air (Figure 1) and Teklu type (Figure 2). The fundamental differ-

ence between them lies in the system and the principle of air supply. The compressed air supplied from the 

compressor is adjusted using a reducer on the compressor (lowering the outlet pressure from the compressor 

to 10-15 psi), valves and manometers (then rotameters and more accurate manometers will be installed in the 

system). The air supply in a Teklu burner is regulated according to the principle of rotation of the adjusting 

disc under the combustion chamber, but during the operation of this equipment it is impossible to determine 

the air flow. 

The Ocean Optics USB2000 + spectral instrument is used as a measuring device. The spectrometer com-

bines an ADC with a frequency of 2 MHz, programmable electronics, a linear CCD detector with 2048 ele-
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ments and a high-speed USB 2.0 interface. This combination of components provides high speed and resolu-

tion up to 0.035 nm (FWHM). When connected to a USB 2.0 port, the full spectrum is transferred to the 

computer memory every millisecond (1000 full spectra per second). The USB2000 + is suitable for chemical, 

biochemical and other applications where fast reaction control is required. The detector of the spectrometer is 

sensitive in the range 200–1100 nm. 

 

 

Figure 1.  Diagram of the gas and compressed air supply control system for the model, where:  

1 - pressure gauge; 2 - gas valve; K - compressor; Р - gas reducer. 

 

Figure 2.  Scheme of a Teklu burner, where: 1 - tube; 2 - air supply control disk;  

3 - screw for adjusting the gas supply; 4 - stand 

a)          b)  

a - scheme of the stand for the study of the combustion process; b - photo of the stand 

Figure 3. Schematic of the laboratory model, where: 1 - Ocean Optics USB2000 + spectrometer;  

2 - Fiber optic cable; 3 - Collecting lens. Photo of the experiment 
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Results of the experiment performed using a gas-air burner and a spectral instrument Ocean Optics 

This experiment was divided into three parts: igniting pure propane without air supply (creating an orange 

- red flame), a slight supply of air (appearance of a blue flame with an orange front) and creating an excess air

condition (transparent flame with a green - blue front).

       a)  b)

a) - photograph of the flame of a two-component burner; b) - spectrogram

Figure 4.  The emission spectrum arising from the combustion of propane without the supply of an oxidizer. 

When the air supply is shut off, we get a bright glowing flame, the spectrum of which is mainly continuous 

in nature, which is caused by the thermal radiation of coal particles. 

    a)     b)

a) - photograph of the flame of a two-component burner; b) – spectrogram

Figure 5. The emission spectrum arising from the combustion of propane with an insignificant air supply. 

With a small supply of oxidizer (air), a bright yellow flame becomes much less bright, transparent blue-

violet, called non-luminous. 

    a)      b)

a) - photograph of the flame of a two-component burner; b) - spectrogram

Figure 6. The emission spectrum arising from the combustion of propane with excess air supply. 

The increase in air supply divides the flame into two cones: the inner one is bright blue - green; and the 

outer is much more intense, blue-violet. 
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Results of the experiment using the Teklu burner and the Ocean Optics spectral instrument 

Three experiments were performed for this burner: propane combustion with a tight disk (air supply shut 

off), normal combustion, and excess air during combustion. 

 

a)                                                 b)  

a) - photograph of the flame of a Teklu burner; b) - spectrogram 

Figure 7. The emission spectrum arising from the combustion of propane in the Teklu burner with the closed 

air supply to the combustion chamber 

         a)                                            b)  

a) - photograph of the flame of a Teklu burner; b) – spectrogram 

Figure 8. The emission spectrum arising from the combustion of propane in the Teklu burner with a 

minimum supply of air to the combustion chamber 

 

 a)                                             b)  

a) - photograph of the flame of a Teklu burner; b) – spectrogram 

Figure 9. The emission spectrum arising from the combustion of propane  

in the Teklu burner on the verge of flame blowou 

When studying a Bunsen flame, you can immediately notice that the appearance of the flame, and there-

fore its spectral characteristics, change depending on the speed and volume of the supplied air, which in the 

case of using a Teklu burner is determined by the air gap between the chamber and the adjusting screw, and 

when using a two-component the burner is determined by the outlet pressure from the compressor and by 

turning the adjusting screw on the model. 
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The most intense systems in the spectra of tribes are systems of bands of such radicals as OH (wavelength 

λ: 308-320, 326, 342 and 349 nm), CH (wavelength λ: 310-320, 431 - 438 nm), C2 (wavelength wavelength 

λ: 467 - 472, 513 - 516, 559 - 564 nm). In the visible wavelength range, three main groups of bands are 

observed: CH (431 - 438 nm), C2 (467 - 472, 513 - 516, 559 - 564 nm) and water molecules at wavelengths 

591 and from 616 to 625 nm. The luminescence of CH (431 - 438 nm) and C2 (467 - 472, 513 - 517 nm) are 

most pronounced when the composition of the gas-air mixture changes, namely, an increase in the supplied 

volume of air relative to the gas. In the ultraviolet part of the spectrum, the OH band is most clearly visible in 

the range from 306 to 320 nm and a not very intense system consisting of a large number of bands (301 - 358 

nm) [3]. 

Conclusion 

In this work, the dependence of the change in the propane combustion process on the change in the ratio 

of the supplied gas-air mixture was investigated when using the spectroscopic research method. As part of the 

study, a stand was developed with a burner, with a fuel and air supply system. Experiments were carried out 

for three combustion modes for two burners. The emission spectra resulting from the combustion of gaseous 

hydrocarbons were obtained using the Ocean Optics USB2000 + spectral instrument. The dependences of the 

change in the emission spectra on the change in the gas-air ratio are obtained. The obtained spectra were 

studied and the substances related to each spectrum were determined. 

This work was financially supported by the Russian Foundation for Basic Research (RFBR), project No. 

20-07-00648. 
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Annotation 

The impact on the environment of human economic activity is increasing every year, which leads to significant 

disturbances in the balance between nature, anthropogenic load and degradation of environmental conditions. 

The growth of urbanization, the emergence of industrial facilities - all this leads to environmental pollution 

and its degradation. 

 

 

The ecological assessment of the territory contains data from all types of monitoring. It should be espe-

cially emphasized that taking into account self-organization processes is necessary to ensure safety. Therefore, 

the creation of an integrated intelligent automated system for environmental monitoring, management of tech-

nological processes of coal enrichment and management of environmental and economic decisions based on 

the principles of systemic and integrated approaches and methods of mathematical modeling and identification, 

statistical information processing, database and knowledge management systems, methods of modern man-

agement theory (including those with fuzzy logic) and computer technologies. It is necessary that the devel-

oped systems meet all the basic principles, requirements and standards for creating environmental and eco-

nomic monitoring systems (EMS) and management and be applicable to similar enterprises when creating 

local and regional EMS. For continuous monitoring, I use equipment capable of accumulating and processing 

statistical data. one. The quality of environmental monitoring largely determines the effectiveness of control 

actions aimed at ensuring the required state of environmental safety. The information obtained within the 

framework of environmental monitoring - eco-information - must meet the following basic requirements: re-

liability and objectivity, scientific validity, representativeness, comparability, reliability, transparency and 

openness, focus on priorities, compliance with regulatory and legislative documents. 

In most regions of Russia, various structures (environmental, sanitary and epidemiological, hydromete-

orological) carry out regular or periodic quality control of environmental components. The process of assessing 

in the environmental monitoring system is the comparison of the actual (formed at the moment) environmental 

situation with the models of the normal environmental situation for the territory under consideration. 

Both in Russia and abroad, the solution to the problem of implementing highly effective environmental 

monitoring is in the following areas: development and implementation of the latest equipment and metrological 

support; development of remote control and observation methods, including aerospace; development of mod-

ern methods and models for assessing and forecasting the level of pollution of the natural sphere from man-

made objects. 

 In the Russian Federation, environmental monitoring, its development and software are handled by the 

Unified State System of Environmental Monitoring (EGSEM), created in 1993. EGSEM is guided by the ter-

ritorial-departmental principle of building systems. State environmental monitoring is understood as a com-

prehensive observation of the state of the environment, including the components of the natural environment, 

natural ecological systems, the processes occurring in them, phenomena, assessment and forecast of changes 

in the state of the environment. 

With all this, it is very important to note that in the modern economy, the problem of environmental 

protection in the technogenic regions of the country is acquiring paramount (global) significance. Over the 

years, various departments have created a huge amount of valuable information about the state of the environ-

ment. For example, in the CIS, there are more than 1,500 stations and control posts monitoring air pollution 

(in approximately 500 cities and towns), pollution of inland water bodies - about 4,000, sea pollution - more 

than 2,000 control posts, etc. However, the aggravation of the environmental and radiation situation has led to 

an urgent need for further strengthening and a qualitatively new approach to the creation of a system of envi-

ronmental monitoring, control and making informed management decisions aimed at improving and stabilizing 

the environmental situation as a whole. 
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Figure 1. An example of  a monitoring complex 

Figure 2. Sources of pollution 

To carry out, based on environmental monitoring data, a qualitative and / or quantitative assessment of 

trends in changes in the state of the environment that occurs under the impact of man-made sources, charac-

teristics called environmental criteria or indicators are used in all industrial countries of the world. 
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Figure 3. Structural monitoring scheme 

 

Figure 3 - Scheme of characteristics of the type of impact  

of man-made sources on the environment of settlements 

When choosing the technical and technological characteristics of production and transport facilities as 

parameters for environmental monitoring, it is necessary to take into account that their negative impact on the 

environment corresponds to a certain nature, level and sustainability. 

It should be especially noted that when modeling and organizing the functioning of an automated envi-

ronmental monitoring system in a specific territory, it is rational to rank technogenic objects as sources of 

environmental pollution and to single out specialized subsystems for monitoring directly in the zone of influ-

ence of those objects (their totality) that are most significant from the point of view in terms of environmental 

damage. 

The quality standards for the components of the natural environment may vary for territories (or premises) 

of various types. So, for example, the urban area is subdivided into the following zones: residential (residen-

tial), public and business, production (industrial), sanitary protection, engineering and transport infrastructure, 

recreational, special purpose (cemeteries, dumps) and military facilities. The environmental quality standards 
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in the Russian Federation are the maximum permissible concentrations (MPC) of chemical compounds in the 

components of the natural environment, the maximum permissible levels (MPL) and the maximum permissible 

doses of physical impact, the maximum permissible waste disposal, etc. 

The basis of the organizational structure of environmental monitoring is an automated information system 

(AIS), which is created on the basis of computer tools. The tasks of AIS monitoring are: storage and search of 

regime information about the state of the environment; purposeful continuous processing and evaluation of 

information; implementation of permanent forecasts of development and the state of the environment; solving 

optimization problems for environmental management. It follows from this that the very structure of AIS mon-

itoring, which consists of four interconnected main blocks. The first block of the AIS is an automated infor-

mation retrieval system (AIPS). 

Figure 4. Structure of AIS monitoring 

The second block of AIS is the automated data processing system (ASOD). The third block of AIS is an 

automated predictive and diagnostic system (APDS). The fourth block is an automated control system (ACS). 

The main issue in the organization of AIS is its information, technical and mathematical support. All blocks 

of the automated system for monitoring the environmental situation must meet the requirements of adaptability 

and mobility to current changes in the monitoring / management facility and the external environment. 

The main functions of the eco-monitoring system, which, in turn, should be a component of the overall 

intelligent territory management system: 

- automated collection of information on the quality indicators of the components of the natural environ-

ment that have an impact on the health and life of the population of the considered territory 

- automated collection of information about the parameters characterizing the state of man-made objects;

the power of the emission of pollutants into the natural environment, etc.), which determine not only the eco-

nomic characteristics of the region, but also the result of the formation of the ecological situation in the given 

territory; 

- automated collection of information about the parameters of external influence; subset of natural and

climatic parameters; a subset of parameters related to regulations and their changes, etc.); 

- preliminary processing of data and their transfer through information communication channels to inter-

ested parties (decision-makers, specialized environmental structures, the population, the media, etc.). These 

four functions are traditional from the point of view of organizing the work of the environmental monitoring 

system. 

Conclusion 

It should be noted that monitoring systems are developed differently for different components of the nat-

ural environment. The most advanced systems in this area are air control and monitoring systems, despite the 

fact that the concept of environmental and analytical control currently in force in Russia (Federal Service of 

the Russian Federation for Hydrometeorology and Environmental Monitoring) is outdated. 

In view of what follows the need to update this system. 
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Abstract.  
In the established by industry standards and implemented in practice methods for controlling LED lighting 

devices, most often the only controlled thermal parameter is the junction-case thermal resistance, which deter-

mines the amount of overheating of the active region of the crystals relative to the case temperature with a 

power dissipation of 1 W. In order to improve the reliability of rejection of devices with heat sink defects, 

mathematical modeling of heat and mass transfer of individual layers of the LED lamp structure was per-

formed. 

INTRODUCTION 

Currently, there are many articles and studies devoted to the construction of mathematical models that 

describe or clarify the processes of heating and heat transfer of LED light sources of various designs and 

capacities. However, it is very difficult to convey the entire complete picture of the ongoing process by a 

mathematical model due to the need to make various kinds of assumptions and approximations for the process 

under study. 

There are a large number of thermal models based on the idea of thermal resistances of LED crystals and 

its substrate; however, these studies often do not take into account the fact of the closed space of the LED [1, 

2, 3]. 

In the control methods established by industry standards and implemented in practice, most often the only 

controlled thermal parameter of the SOP is the junction-case thermal resistance, which determines the amount 

of overheating of the active region of the crystals relative to the case temperature with a power dissipation of 

1 W [4, 5]. 

In order to increase the reliability of rejection of devices with heat sink defects, active development of 

methods and means for measuring the thermal resistance of individual layers of the semiconductor device 

structure, including SOP, is underway. When implementing these methods, it is usually customary to solve the 

problem by identifying the parameters of thermal equivalent circuits, for which an integral measurement of the 

thermal characteristics of devices is necessary. 

When setting the problem, we will take into account the following assumptions taken in mathematical 

modeling: 

1) When a current flow through the p-n junction in the crystal, energy is released in the form of radiation, 

as a result of which the elements of the system are heated. 

2) Due to the reflector, the radiation into the base is insignificant, as a result of which it can be neglected. 

Thus, the formation of emitting fluxes of LED crystals, which are coated with a phosphor, occurs. As a result 

of thermal conductivity, the substrate and the crystal coated with the phosphor are heated. 

3) Over time, the degree of heating of the entire LED increases, which over time leads to degradation of 

the luminous flux and failure of the LED. 

It is assumed that the crystal is covered with a homogeneous medium - a phosphor with constant thermo-

physical characteristics. This assumption is typical for building this kind of thermal models. 

For the investigated mathematical model of a LED household lamp in the SolidWorks software environ-

ment, a three-dimensional model of a physical analogue lamp was built, which was tested earlier [6]. The 

figure shows a model of the LED lamp under study, taking into account the real dimensions, electrical and 

thermal characteristics of the physical analogue. The model was built in the SolidWorks environment and is 

shown in Figure 1. 
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Fig. 1 Model of the LED lamp, taking into account the actual dimensions 

The figure shows that the main role in the complexity of the problem is played by the configuration of the 

light source and the presence of a spherical closed space. The shape of the reflector, the crystal band gap and 

the change in these factors with increasing temperature also play an important role. 

SIMULATION 

According to the Joule-Lenz law, the amount of heat released by the crystal matrix when an electric cur-

rent flow through the crystal can be determined by the following expression [7]: 

2Q I Rt

where Q is the amount of heat generated by the flow of electric current through the crystal, J; I - current 

strength, A; R - electrical resistance, Ohm; t - time, s. 

To describe the formulated physical conditions of the problem in combination with the processes of heat 

and mass transfer, a heat and mass transfer medium is considered in the form of a "LED substrate - a crystal 

coated with a phosphor". 

The energy equation for heat and mass transfer for the substrate (0 <R <R2; 0 <Z <Z1): 
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The energy equation for heat and mass transfer for a crystal (0 <R <R1; Z1 <Z <Z2): 
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As mentioned above, the thermal model was built in the SolidWorks environment. The geometry of the 

computational domain consists of a polycarbonate body and a transparent light-scattering shade, a silicon car-

bide printed circuit board, a driver, and 6 LED matrices fixed on the PCB. 

As you know, according to the functionality of the program, specifying temperatures only at the border 

can be irrational, due to the adoption of temperatures with a zero value for all other locations. When specifying 

temperatures for the boundary only, you may first need to create and solve a thermal study to calculate tem-

peratures at all nodes. Similar to the iterations described above, Solidworks Simulation performs a finite vol-

ume calculation. In this add-on, it becomes possible to simulate air flow, while the convection coefficients are 

calculated independently by the program. 

Calculations are also possible through finite element analysis, which is a digital method for analyzing 

technical structures. The process begins with the creation of a geometric model. The program then divides the 

model into small pieces of simple shape (elements) connected at common points (nodes). Finite element anal-

ysis programs view a model as a network of discrete interconnected elements. The finite element method 

(FEM) predicts the behavior of a model by comparing information from all the elements that make up the 

model. 
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An important step in conducting computer modeling is the correct mesh definition, the program can use 

an automatic mesh creator to generate constructions based on the global element size, tolerance and local 

control characteristics of the mesh. 

The program determines the element size for the model, taking into account its volume, surface area and 

other geometric characteristics. The size of the mesh (number of nodes and elements) to create depends on the 

geometry and dimensions of the model, mesh tolerance, mesh control options, and contact characteristics. In 

the early stages of structural analysis, where approximate results may be appropriate, you can set a larger 

element size for a faster solution. For a more accurate solution, a smaller element size may be required. 

Meshing yields 3-D tetrahedral solids, 2-D triangular shell features, and 1-D beam features. The mesh 

consists of elements of the same type, unless the type of the combined mesh is specified. Contact is usually 

the source of non-linearity. Although nonlinear studies are commonly used to solve contact problems, the 

program allows you to use static studies to solve contact problems with small or large displacements. 

The window for setting the parameters of thermal modeling looks like this (Figure 2). It is important here 

not to mix up the coordinates and not get negative Y-component values in the gravity section. 

 

 

Fig. 2 Basic parameters input window 

The thermal conductivity was set equal to 1 W / m / K. These values of thermal conductivity are an order 

of magnitude lower than the values of thermal conductivity of materials traditionally used for the manufacture 

of radiators in electronic devices (the thermal conductivity of the aluminum layer on the reverse side of the 

printed circuit board was set to be about 200 W / m / K). The boundary condition for the heat flux was set 

under the LED module, the total value of the heat flux was 3.5 W, which corresponds to 6.5 W for the entire 

lamp. At the open boundaries, soft boundary conditions were set with a temperature of 25 ° C. Figure 3 shows 

the thermal simulation of the LED light bulb under test. 

 

 

Fig. 3 Thermal simulation of the LED lamp  
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The simulation results show that the main heat is transferred directly from the semiconductor crystal to 

its metal substrate (lamp body) due to the heat conduction mechanism. Only 5% of the heat is emitted as 

thermal (infrared) radiation. Satisfactory agreement is observed between the experimental and calculated tem-

perature dependences. The similarity between the experimental and calculated temperature values is satisfac-

tory, and the error is associated with the inability to accurately determine the geometric and thermophysical 

characteristics of the structure of real LEDs, as well as the measurement error. 

CONCLUSION 

The model was tested by comparing the calculated and experimental dependences of the thermal re-

sistance of the structure of the LED lighting device [6]. 

The experimental sample described in the previous section was used to measure the parameters of thermal 

models of the SOP. 

As a result of the work, the efficiency of heat dissipation in plastic cases of LED lamps was evaluated. 

Based on this thermal model, one can judge the dependence of the maximum temperature at the places where 

the LEDs are mounted on the printed circuit board of the lamp on the thermal conductivity of the housing 

material or the radiator, if the latter is present. 

Based on the data obtained, it can be concluded that the thermal conductivity of the housing elements of 

the lamp under study is insufficient and the required increase in the thermal conductivity of the housing mate-

rials. 

Also, these results show that the main obstacle in ensuring the thermal regime of the LED lamp is the 

forced elongation of the structure, due to the need to mount the driver inside the SOP. This is a determining 

factor in the choice of the shape of the case and its base, which leads to high thermal resistances between the 

far ends of the fins, imitating some kind of radiator (if any) and the place where the LEDs are mounted, as well 

as the place where the lamp is mounted in the base, where, due to the high According to statistics, accelerated 

aging of the insulation of the supply wires is observed. 
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Abstract 

The current state of electric power equipment is in a critical degree of wear and tear, and requires energy-

efficient solutions and the development of renewable energy sources. Therefore, technologies of intelligent 

power supply networks are actively developing and developing. Such systems are aimed at increasing opera-

tional efficiency, increasing network throughput, optimizing and load sharing in the network, which reduces 

the need for new substations and transmission lines. However, the introduction of modern technologies is faced 

with problems of technical integration into the existing infrastructure and requires modeling and simulation. 

The combination of traditional networks, intelligent systems, renewable energy sources requires the integration 

of modern information technologies, which need to be tested and analyzed before being introduced into the 

real electricity network in order to avoid risks in terms of time and the possibility of integration. 

Keywords: SMART GRID, electricity, energy efficiency, renewable energy. 

INTRODUCTION 

Smart Grid – a generic term for the use of computer intelligence and networking opportunities in a simple 

electrical distribution system. Smart grid is a two-way exchange in which electricity can be exchanged in both 

directions – between utilities and consumers. This growing network of communications, automation, comput-

ers and control is helping to make the network more efficient, reliable, secure and green [1]. 

Energy companies are faced with the need to implement new operating and maintenance standards to 

continually improve the balance between supply reliability and cost. Due to the huge amount of equipment 

that requires constant routine maintenance and repair, a key task in the energy sector is the management of 

equipment maintenance and repairs. Consolidation of information about the state of equipment in a single 

control system and the ability to provide it to various consumers in the field allows you to reduce downtime 

for repairs, reduce the cost of spare parts and materials, optimize logistics and workload [2]. 

The state of power grids in Russia is approaching a critical degree of wear and tear. The reserve of effi-

ciency and strength of energy systems is practically exhausted. To date, approximately 60-70% of the fixed 

assets of the power grid complex have long been used up. In the context of a sharp increase in the volume of 

energy consumption, dispatching offices do not always cope with emerging situations, which leads to corre-

sponding consequences and losses for energy companies. 

Modern loads on the power system require a quick and most accurate analysis of the state of the operating 

system to localize problems, or prevent them by predicting loads on individual segments of the system. In this 

regard, energy grids are increasingly demanding augmentation with new digital intelligent solutions that can 

help fulfill the tasks of collecting and analyzing large amounts of data. 

Another challenge that smart grids can solve is the integration of power plants based on renewable energy 

sources. One of its key steps in the fight against climate change is the decarbonization of energy. 

An effective way towards decarbonization is the development of green energy, that is, solar, wind and 

hydroelectric power plants. However, the generation of electricity by these stations is very dependent on 

weather conditions, and taking into account the fact that the number of such stations is measured in hundreds 

and thousands, only a computer using Smart Grid data and automation will be able to cope with such a volume 

of information. The computer will be able to quickly respond to almost any change or deviation and provide 

uninterrupted power supply to consumers of electricity [3]. 

Key features and benefits of Smart Grid: 

1) Leads to lower costs 

2) Easy management of changes in production and consumption. 

3) By sending information in real time and managing the network remotely, the risk of power outages 

and incidents is reduced. 

4) All different energy sources can be integrated into the grid, Smart grid will eliminate the need for 

thermal power plants and allow more widespread use of renewable energy sources 
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MICROGRID 

Microgrid is a local power system, which implies the creation of its own power grid structures in a certain 

territory, capable of operating autonomously. This system has its own sources of energy generation, and will 

take on the challenge of meeting consumer demand at the maximum peak. 

Microgrids are basically no different from large power grids; they generate and deliver electricity to con-

sumers on their own, only they do it locally. The main difference of Microgrid is that it is installed in remote 

places where it is impossible to enter large power grids. 

The advantage of Microgrid is that in the event of an emergency, the Smart system will automatically 

switch between energy sources and continue to operate due to its own energy generation. Microgrid uses dis-

tributed generation from solar panels and wind turbines as an energy source, as well as energy stored in high-

capacity batteries. Distributed generation ensures that in the event of a failure of one or even more power 

sources, the system will continue to function stably due to its distributed architecture. [4] 

POWER SUPPLY FAULTS 

Over the past 50 years, electrical grids have not kept pace with today's challenges. Today, the power grid 

has some structural defects such as: 

1) High demand for uninterrupted power supply, which cannot be satisfied.

2) Digital controlled devices that can change the nature of the electrical load and result in electricity

consumption are incompatible with the power system. 

3) Security threats posed by energy suppliers.

4) Intermittent supply of alternative energy sources makes it much more difficult to maintain stable

power. 

Most of the outages are due to the slow response of devices on the network. Production always exceeds 

demand. The main goal of manufacturers is to minimize the negative impact on the power grid and maximize 

consumer savings Lack of investment in infrastructure and the growing demand for high-quality digital-level 

electricity have pushed the electrical infrastructure to the limit [5]. 

The existing system is outdated and makes it difficult to integrate new technologies. This led to problems 

with the reliability of electricity and huge losses for the industry. 

INDUSTRIAL POINT OF VIEW 

The smart grid is designed to integrate advanced grid technologies into electrical grids to make them 

smarter. The design and implementation of a new communications infrastructure for the network are two im-

portant research areas. It is expected that smart grid will affect all areas of the current grid system, from gen-

eration to transmission and distribution. 

Utilities are wary of using untested technology in critical infrastructure. But the Smart Grid will be able 

to solve a large number of existing problems. 

A smart grid will be able to: 

1) Provide better quality electricity which will save money.

2) Provide more bandwidth, which will reduce energy costs.

3) Provide wider penetration of sources of intermittent power generation.

4) Protect against cyber threats.

5) React instantly to systemic problems to avoid power outages

For all this, manufacturers have developed smart mechanisms and energy consumption tactics, which

include: smart meters, dynamic pricing, smart thermostats, etc. [6]. 

RENEWABLE ENERGY SOURCES 

The share of renewable energy production in the global demand for electricity is constantly increasing. 

The most commonly used renewable energy sources are water energy, solar energy and wind energy. Thanks 

to the use of smart grids, the benefits of renewable energy sources are significantly increased due to the fact 

that they are integrated into the power supply system at a higher level. 
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WATER ENERGY 

Hydropower is widely used all over the world. Hydroelectric power plants are usually classified according 

to their capacity, such as large scale, small and micro hydropower systems. Generation methods also differ 

depending on the availability of water sources and the required capacity, which include conventional water 

dams, pumped storage technology and runoff from river power plants. 

Hydropower is based on the gravitational force of moving water. The potential energy of the falling water 

is converted into mechanical energy by Hydel turbines, which drive alternators to generate electricity. Hydel 

power plants operate at high efficiency due to lower energy losses during the conversion process. [7]. 

SOLAR ENERGY 

Solar energy can be harnessed through thermal electricity, solar photovoltaics (PV), which is classified 

based on the mechanism of capturing solar radiation and converting it into electrical energy. 

The advantages of this type of energy are that there is no geographic limitation, flexible scale and inex-

haustibility, but there are also significant disadvantages - the high cost of installing photovoltaic installations, 

power losses in the switching mechanisms of the converter, and researchers constantly turn to these problems 

in order to overcome them [7]. 

WIND ENERGY 

Wind energy is considered one of the most used because of its renewability and environmental friendli-

ness. Despite the lack of harmful effects and affordable price, there are also certain disadvantages such as 

uncertainty of availability, uncontrolled power output, etc. Due to its randomness and stochastic behavior, 

probability-based modeling techniques and their optimal distribution are required. 

Kinetic energy is generated by a wind turbine connected to the rotor blades. Then the energy is converted 

into mechanical energy. And only, passing through the generator for conversion, it is converted into electrical 

one. The power available from a wind turbine at a specific location usually depends on the wind speed, tower 

height, and turbine speed characteristics [7]. 

PROBLEMS OF INTEGRATION OF RENEWABLE ENERGY  

SOURCES INTO ELECRICAL NETWORKS 

There are two different categories of problems in the integration of renewable energy in SGs: 

1) Technical problems 

2) Problems of an economic, political and regulatory nature [8]. 

TECHNICAL PROBLEMS 

With a higher penetration of RE generation, two dominant technical problems can be distinguished: 

1) managing variability and uncertainty during the continuous balancing of the system. Because Variable 

RES sources are more uncertain and more variable than traditional generators. 

2) balancing supply and demand in situations of shortage and excess of generation: the need of system 

operators to balance supply and demand in situations of high renewable energy production and low demand or 

low renewable energy production and high demand. Problems associated with high peak loads during periods 

of low renewable energy production variable selected to compensate for spare capacity or demand response 

actions [8]. 

ECONOMIC, POLITICAL AND REGULATORY ISSUES 

In addition to technical problems, institutional problems also arise with the increase in the proportion of 

RE variables. In a broad sense, they refer to the unique economics of RE variables that pose a variety of policy 

and regulatory challenges. Two specific problems are identified here: 

1. Capital-intensive network upgrades 

Grid upgrades may be required to harness wind and solar power. Minimizing the cost of upgrades while 

ensuring system reliability results in a greater return on investment in renewable energy [8]. 

2. Uncertain project costs and cash flows [8]. 
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Smart grid solutions are associated with two specific problems that have historically negatively impacted 

the economics of RES projects: the costs of grid modernization shared among the developers of RES projects, 

and the reduction in energy consumption when the full production of RES cannot be easily integrated into the 

grid. the project is even more at odds with expectations. 

As upgrades become costly or downsizing increases, the investment landscape for RE variables becomes 

more uncertain and may slow down overall rollout. 

Where policies and subsidies shield project investors from these risks - for example, to further improve 

the investment environment for renewables - the costs and risks can be socialized. Investment in smart grids 

can also play an important role in reducing these costs and risks. 

ENERGY STORAGE 

Balancing volatile renewable loads through management strategies is the primary challenge for smart 

grids. The “balancing action” of the SG can be simplified by conserving less energy on the grid. It is worth 

noting that in a real SG scheme, all design parameters must be taken into account, ranging from the supply and 

demand procedures of buildings to the dynamic load of power lines depending on wind speed and temperature 

[9]. 

There is a significant difference between power storage and energy storage, and it is strategic in many 

applications. The use of energy storage is part of demand management, while energy storage is involved in 

feedback speed, frequency control and rotation reserve. Some engineering applications use energy storage 

technologies such as compressed air, batteries, hydraulic accumulators, supercapacitors, and flywheels. [10]. 

Electronic springs have been developed that have been shown to be effective in reducing greenhouse gas 

emissions through the significant participation of renewable energy sources, contributing to the harmonization 

of electricity demand and supply [11]. 

A predictive control method by Torres and Bordons was developed for microgrids based on renewable 

sources, supplemented by a hybrid energy storage system [12]. The goals of the optimization method were to 

minimize the dire conditions that occur in each storage system, in addition to maximizing economic profit 

while taking into account multiple system constraints. 

Lisana and others have proposed a comprehensive and innovative view of predictable and flexible energy 

management in a building, taking into account the use of smart grids, optimal expected utilization, financial 

and environmental state of affairs, smart regulation and the use of high-density latent heat storage [13]. 

MODELING 

AVERAGE MODEL OF GRID-CONNECTED PHOTOVOLTAIC ARRAY 

Consider the example of an average model of grid-connected photovoltaic array. Photovoltaic (grid) array 

with a power of 100 kW, connected to a 25 kV network through a DC-to-DC step-up converter and a three-

phase three-level VSC. 

This model contains the following main components: 

1) Photovoltaic array, which provides a maximum power of 100 kW under solar illumination of 100 W / m^2.

2) DC / DC boost converter (orange blocks)

3) 3-level 3-phase VSC (blue blocks).

4) Three-phase communication transformer 100 kVA, 260 V / 25 kV.

5) Utility network

A 100 kW photovoltaic battery consists of 66 chains of 5 series-connected 305.2 W modules connected

in parallel: Manufacturer specifications per module: 

1) Number of cells connected in series: 96

2) Open circuit voltage: Voc = 64.2 V

3) Short-circuit current: Isc = 5.96 A

4) Voltage and current at maximum power: Vmp = 54.7 V, Imp = 5.58 A 

The PV array unit has two inputs that allow changing solar radiation (input 1 in W / m ̂  2) and temperature 

(input 2 ° C). The illumination and temperature profiles are determined by the Signal Builder block, which is 

connected to the PV array inputs. 

66 5 305.2 100,7W kW  
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Simulation starts with standard test conditions: (25 ° C, 1000 W / m^2): 

From t = 0 seconds to t = 0.3 seconds, the duty cycle of the boost converter is fixed (D = 0.5 as shown in 

the photovoltaic panel). The resulting PV voltage is: 

The output power of the photovoltaic array is 96 kW, then the indicated maximum power at an illumina-

tion of 1000 W / m2 is 100.7 kW. 

At t = 0.3 seconds MPPT is on. This regulator begins to regulate the voltage of the photovoltaic panel, 

varying the duty cycle to extract maximum power. The maximum power (100.7 kW) is achieved with a duty 

cycle of D = 0.453. 

From t = 0.3 seconds to t = 0.5 seconds, the PV array operates under standard test conditions (25 ° C, 

1000 W / m2). Duty cycle D ranges from 0.450 to 0.459. PV module voltage = 273.5 V  

  

and average power = 100.7 kW. 

From t = 0.5 seconds to t = 1 second, the brightness of solar radiation decreases from 1000 W / m ^ 2 to 

250 W / m2. The MPPT controller type monitors the maximum power only under constant illumination. 

From t = 1 second to t = 1.5 seconds, when the irradiance remains constant at 250 W / m2, the duty cycle 

D varies from 0.466 to 0.474. The corresponding photovoltaic voltage and power are V_PV = 265 V and 

Pmean = 24.4 kW. 

From t = 1.5 seconds to t = 6 seconds, solar radiation is restored to 1000 W / m2, and then the temperature 

changes from 0 ° C to 50 ° C. The maximum PV output power (107.5 kW) is achieved at minimum temperature 

(0 ° C). 

SIMPLIFIED MODEL OF A SMALL-SCALE MICROGRID 

This example shows a simplified small-scale microgrid model running for 24 hours. 

Microgrid is a single-phase AC network. The energy source is the electrical grid, solar power generation 

system and battery. 

The battery pack is controlled by the battery controller. This battery absorbs excess power when there is 

excess energy in the microgrid and provides additional power if there is not enough power in the microgrid. 

Three ordinary houses consume energy, maximum 2.5 kW. 

The microarray is connected to the power grid through a transformer installed on the rack, which reduces 

the voltage from 6.6 kV to 200 V. 

Solar energy and battery are DC power sources that are converted to single phase AC. The management 

assumes that the microarray is not entirely dependent on the power supplied from the grid and the power 

supplied from the production and storage of solar energy. 

The battery provides insufficient current when the power of the microgrid is insufficient and absorbs 

excess current from the microgrid when its power exceeds the electrical load. 

When there is a lack of power in the microgrid, the system provides insufficient power. When there is 

excess power in the microgrid, that power is returned to the power system. 

CONCLUSION 

There are obstacles to the implementation of smart energy in Russia, primarily the complexity of the 

system itself. A delicate approach to the requirements and needs of the consumer is required, which forces to 

take into account the individual characteristics of all elements of the network. At the same time, implementa-

tion is complicated by the lack of uniform standards and norms that have not yet taken shape. The process is 

also not facilitated by the large number of regulators and procedures required to obtain certificates and permits. 

Technical problems still remain unresolved, such as the lack of affordable reliable and efficient energy storage 

devices or the security and protection of private information transmitted within the network. 

(1 ) (1 0.5) 500 250dcV D V V      
5 54.7 273.5ser mpN V V   
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A significant result of the introduction of smart energy technologies will be an overall reduction in the 

fuel costs of power plants. The transition to an innovative development option will be accompanied by a sig-

nificant decrease in the number of commissioned power plants, as well as the network facilities dependent on 

them for generating capacity. The introduction of intelligent power supply networks can significantly reduce 

capital costs and maintenance costs, as well as extend the life of equipment due to the efficient use of the 

equipment resource. 

At the moment, the main direction of global energy development is the transition to the widespread use 

of renewable energy sources (RES). This is especially important in the face of climate change, low air quality, 

especially in large cities with local air pollution. 
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Annotation 

Information systems, being an integral part of modern technical systems, are complex hardware and software 

complexes. Many of them, as part of automated control systems (CS), carry out the function of controlling 

technological processes in real time. Structural and functional reliability and safety of IS have a decisive in-

fluence on the efficiency of functioning of automated control systems. Hence, it is obvious that for the stable 

and error-free operation of the CS it is necessary to ensure the reliability of information systems. The tasks of 

building reliable information systems are complex - they cover both structural and functional reliability. Struc-

tural reliability is the reliability of objects (elements, systems). Thus, functional reliability means the reliability 

of the provision of services: execution of processes, processing, transmission, collection of information, man-

agement of subordinate objects. Only a combination of ways to improve both one and the other components 

of reliability gives a tangible effect. This effect can be expressed in a significant increase in the reliability of 

the system and at the same time in saving the amount of additional resources, one of such systems is the 

additive installation figure 1. 

 

 

Fault tolerance systems (FSS) are an integral part of information systems (IS) and are formed during their 

design from the provided redundant hardware and software. All systems for providing fault tolerance (FSS) IS 

for the organization of the architecture of these systems can be divided into the following three groups: 

• closed type; 

• open type; 

• mixed type. 

 

 

Figure 1. An example of an additive 
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To a certain extent, the disadvantages inherent in closed and open COOs are eliminated in a mixed COO. 

The state graph of these systems is shown in Fig. 2. In state 0, the information system is in preparation for 

operation. Malfunctions are prevented by creating comfortable operation of hardware and programs, and pre-

liminary localization of malfunctions is carried out by solving control problems, monitoring the functioning of 

the IC, diagnostic testing of programs and equipment. 

Figure 2 graph of ensuring fault tolerance in the production process. 

Figure 2. Count states of the information system's resilience system: 

0 - preparation mode for IS operation; 1 - the state of normal functioning, fault-tolerant operation of the IS;2 

- detection of the fact of a malfunction;3 - localization of the detected malfunction;4 - identification of

failures or failures, failure analysis;5 - detection of the location of the failed element;6 - IS reconfiguration 

using redundant modules;7 - IS reconfiguration based on gradual degradation of the system;8 - complete 

restoration of the computing process;9 - masking of faults;10 - repair status of a failed system element;11 - 

reintegration of the repaired system element 

Fault tolerance of IS in additive manufacturing is important when printing a part due to possible failure 

and shape changes. 
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Figure 3. Printing the product on additive installation 

With any reconfiguration option, there will be a transition to the 8 state of complete restoration of the 

computing process with a further transition 8-1, followed by a transition to state 10: repair of the failed module. 

Reintegration of a repaired module (or replaced with a serviceable one) is performed with priority of system 

state 7 over state 6. This fault tolerance system is the basis for building an adaptive fault tolerance (active 

protection) system. 

 

Figure 4. Layered fusion information system window 

The use of additional funds that are redundant in relation to the minimum necessary funds to perform the 

provided functions applicable to ensure the reliability of an object is understood as redundancy. 

Structural redundancy in information systems is created using additional hardware. 

- there are fundamental differences between the content of safety and reliability of systems - if unreliabil-

ity leads to unacceptable levels of availability, technical use, reliability and cost of maintenance, then insuffi-

cient safety leads to accidents and loss of life; 

- there are contradictions between the goals of ensuring the reliability and functional safety of systems, 

the elimination of which is possible on the basis of a compromise; the requirements for reliability and func-

tional safety must be balanced among themselves; 

- in facilities posing an increased hazard, in potentially hazardous and critical systems, priorities are given 

to safety tasks, and the required reliability levels should be set considering cost constraints after meeting safety 

requirements. 

Structural redundancy is classified according to the following criteria: 

• by the degree of coverage of the object and its constituent elements by the reserve. On this basis, a 

distinction is made between general and separate redundancy. General Reservation: Reservation in which the 

object as a whole is reserved. Split reservation: reservation in which individual elements of an object or their 

groups are backed up. 

• according to the purpose of the elements of the object in performing the required function. On this basis, 

the main and backup elements are distinguished. Basic element: an element of an object necessary to perform 

the required functions without using 96 Reliable fault-tolerant information systems of the reserve. Back-up 
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element: an element designed to perform the functions of a main element in the event of a failure or replace-

ment. 

• by the degree of attraction of the elements of the object to perform the required function. On this basis,

they are distinguished: -reservation by replacement, 

-reservation m of n,

-mixed reservation,

-permanent reservation,

- majority reservation.

• by the uniformity of the characteristics of the reliability of the elements of the object. On this basis, the

same and different types of elements of the object are distinguished. Completely similar objects with identical 

hardware and software and identical reliability characteristics have become widespread. 

• according to the degree of maintainability, recoverable and non-recoverable redundant objects are dis-

tinguished. We are talking about the possibility of restoration in the process of functioning of the object. It is 

usually believed that redundancy with restoration is a redundancy in which the restoration of failed main or 

backup elements of an object is technically possible without disrupting its operability and is provided for by 

the operational documentation. If recovery in stationary information systems is possible, then the efficiency of 

redundancy increases dramatically. 

Conclusion 

Reducing the frequency of dangerous failures is also possible as a result of building an effective system 

for protecting the communication channel with additive equipment. However, the costs of increasing the effi-

ciency of communication with the installation are far from always commensurate with the damage from dan-

gerous failures that can lead to equipment breakdown. 
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Introduction 

The widespread use of audio and video communication technologies opens opportunities for automating 

business processes. The use of modern technologies in the field of business has become even more relevant 

recently, because of pandemic and the mass transition of company employees to remote work. 

In this paper, we review a software system designed for automatic logging of meetings. This system, 

based on the audio recording of the meeting, creates a summary of it, highlighting the main theses and main 

information (dates, decisions taken, assigning tasks to employees, etc.). 

System fundamentals 

The operation of the system consists of several stages: 

1) Collecting information 

2) Speech diarization 

3) Speech recognition 

4) Named entities recognition in produced text 

5) Results representation 

 

 

 

Figure 1– software system scheme 

Below we will discuss each stage in more detail. 
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The meeting can be attended by several employees who are present in the same office, as well as employ-

ees who connect remotely. At the stage of collecting information, the client part of the software system makes 

an audio recording of the meeting, using the microphones of the participants. For participants who connect 

remotely, the resulting recording represents the speech of each employee individually and, therefore, does not 

need to be diarized. The recordings received at the office are a compilation of the voices of several participants, 

and for such recordings, speech recognition stage is preceded by diarization. Also, using client part of system, 

users provide information about the number and composition of participants (last names, initials, positions, 

etc.). 

After receiving the records, additional information is attached to them, for example, the need for diariza-

tion is noted, information about the participants is added. After that, the records are sent to the server for further 

processing. 

This stage also includes configuring the system using the administrator panel (the ACP – Administrator 

Control Panel module in Figure 1). By setting up the system, we mean specifying the entities that the system 

needs to highlight in the recognized text, the duration of data storage on the server, methods for results repre-

sentation, and so on. 

The diarization task consists in the division of the input audio stream into segments, according to the 

personality of the speaker. So, the program should divide the input single audio track into several segments 

equal to the number of people speaking on the audio recording, according to their voices. 

The diarization problem is complex. For example, it includes tasks such as: 

• Voice activity recognition

• Voice pattern recognition

• Number of speakers definition

• Voice overlap handling

It is important to note, that in the system, diarization is performed only for audio recordings, that were

marked as multi-voice at the previous stage. To simplify the task, the user provides information about the 

number of speakers on the record via the client. The detection of voice activity in this software system is not 

necessary, since diarization is performed for the complete audio recording. Thus, the diarization task in this 

system consists of two subtasks: the recognition of voice patterns and voice overlap handling. 

Voice pattern recognition is an extremely important task, which consists in determining the speech char-

acteristics of each of the speakers on the audio recording and then using these features to assign sections of the 

audio recording with the participation of the same speaker to the same segment. 

Voice overlap handling – is the task of selecting one or more voice tracks from an audio recording and 

determining the speaker for each of them in the case of simultaneous sounding of several voices. 

An important point is the fact that for a multi-voice audio recording, diarization is performed before 

speech recognition (the DRZ and ASR modules in Figure 1, respectively). This approach allows to perform 

speech recognition based on the context of different speakers, which improves the quality of recognition. An 

example of contextual recognition is shown in Figure 2 below. 

Figure 2 – automatic speech recognition improvement, using speaker change context 
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Automatic speech recognition task (ASR) in this case consists in determining the text, that sounds on each 

of the audio recordings, comparing the audio recording with the speaker, arranging all the recognized segments 

by time and generating a general transcript of the meeting from them. At this stage, to improve the quality of 

recognition, it is also necessary to use a language model trained on the transcripts of meetings. Using such 

model will help to identify the typical and most common phrases, which will allow to conduct contextual 

analysis of speech during its recognition. 

Named Entity Recognition task (NER) consists in searching of objects in unstructured text and classifying 

them into predefined categories. In the case of this software system, the NER task is required to analyze the 

meeting text. For example, to highlight dates, employee names, assign tasks, and so on, Entity recognition 

occurs according to the settings set in the ACP by the administrator responsible for the meeting. 

Results representation is a process of transferring of the final information about the meeting to its partic-

ipants (LOG module in Figure 1). This task can be solved by sending emails, making appointments via Google 

Calendar or Outlook, or creating tasks in JIRA. These actions are performed automatically, based on the meet-

ing information received from the NER, and based on the settings set via the ACP. 

System implementation 

When developing a system, you should pay attention to the fact that, despite using the same conceptual 

scheme, the implementation will differ depending on the language for which the system is being created. Since 

each language has a large number of phonetic and linguistic features, and even several dialects of the same 

language can differ extremely much, some models and approaches show better results for some languages than 

for others. Therefore, when developing the system, it is necessary to pay close attention to the choice of optimal 

language models, speech recognition models, and diarization models. 

The easiest way to implement is to build system, working with English language, because of its relative 

linguistic and phonetic simplicity, as well as the large number of studies on these topic, conducted by American 

scientists. As a result of these factors, there is a wide range of models for these task that show impressive 

results. For example, in Shafev et al. [1] recurrent neural networks are used to solve the problem of diarization 

and speech recognition. Moreover, these tasks are solved together, which allows to improve the quality of 

recognition. However, using this approach to implement a system, working with russian speech does not guar-

antee even a repeat of success, neither improvement of result, due to the difference in the structure of the 

languages. 

In addition to the problem with language differences, there is also a problem with training models for any 

languages other than English. The problem is that training neural networks requires training samples of very 

large volumes [2]. In this case, the situation is complicated by the fact that the training sample is "marked data"  

- not just a set of audio recordings, but also additional information about them: strict transcripts of sounding 

phrases, labels for changing the speaker, etc. At the same time, the minimum size of the training sample is 

about 800 hours of audio material. 

In the case of English, training samples are available in the public domain in a fairly large amount. For 

the Russian language, of course, there are also training samples provided, for example, by the VoxForge or 

Mozilla Common Voice projects, but their volumes are clearly not enough for training (about 20 hours). That 

is why, in this case the work on generating training samples was done before training DeepSpeech neural 

network [3]. 

DeepSpeech neural network training 

Since the training sample represents a huge amount of data, an automatic system was created to generate 

it. This system used the autosubtitering system of the YouTube service, audiobooks and their original text. 

With the help of this system, about 500 hours of training material were created.  

After generating the training sample, a language model was also created. To generate it, the KenLM utility 

was used [4]. The language model was generated on a corpus of 2.6 billion phrases obtained by processing 

more than 80 thousand books. From this corpus, the utility allocated 500 thousand of the most common words, 

and then created a language model on 5-grams. 

After generating the training sample and the language model, the neural network was trained. To evaluate 

the final result, the WER (Word Error Rating) metric was used, calculated using the following formula: 

  
 


I D S

WER
N

     (1) 
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Figure 3 – training set generation scheme 

Here I is the number of words added to the string, D is the number of words removed from the source 

string, S is the number of words replaced, and N is the number of words in the source string. 

It should be noted that metric depends on the set on which the testing is performed, so the testing was 

made on three sets: 

 nativetest – a test set, generated from the same dataset as the training sample, according to the princi-

ples described by Ng et al. in the article [5]. 

 cleantest – a test set, generated from the VoxForge project dataset. It is characterized by high purity

and quality of recording. Approximate duration – 20 hours. 

 noisytest – a test set, generated from the Common Voice project dataset. It is characterized by low

purity of the recording, a large number of artifacts, and unclear diction of the speakers. Approximate duration-

20 hours. 

After training and testing the neural network, the following results were obtained: 

Figure 4 – WER metric for three test sets 
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The relatively high error rate is explained by the following disadvantages of the training sample: 

1) Excessive “purity” of the training sample. Since audiobooks were used to generate the training sample, 

there is an extremely small amount of noise on these recordings. Also, the people who record them, are pro-

fessional speakers, which means that these audio recordings have high clarity of diction. This disadvantage is 

especially noticeable when testing on the noisytest set – the error rate increases dramatically due to poor re-

cording conditions. 

2) Insufficient voice diversity. The sample was created by splitting audiobooks into short segments. At 

the same time, the number of audiobooks from which the sample was created does not exceed 20. Thus, the 

training sample has an extremely small voice diversity, which may explain the deterioration of the result on 

the cleantest set. 

3) Small training sample size. The recommended sample size for training this neural network is about 

1000 hours. 

Data augmentation technologies can be used to eliminate these problems. These technologies allow to add 

noise to "pure" speech, change the tempo and tone of speech [6], simulate echoes [7, 8], and so on. Actual 

methods for expanding audio data are described by Park et al. in the work [9]. 

Conclusion 

To create the system, described in this article, it is necessary to carefully select models for performing the 

tasks of diarization, speech recognition, and named entity search. The following models will be selected for 

working with the Russian language: 

 ASR – DeepSpeech. The approach, described by the authors of the neural network in [3], is based on 

the phonetic objects of the language, which greatly simplifies the training of this model for other languages. 

Also, there is a training sample for this model, which needs to be finalized. 

 Diarization - an interesting project is “LIUM Diarization”, which combines mixed Gaussian models 

and i-vectors [10, 11] 

 NER – NLTK library for Python [12] 
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Abstract 

This paper shows a proposal for a modular, smart home, security system. The whole system is based on a 

centralized core, acting as a central processing unit and different modules, or devices, connected to it. 

Each module sends its data to the central unit that raises a corresponding alarm state. For the sake of this paper, 

three modules only were implemented: two different types of sensors and a manual key override.  

INTRODUCTION 

The proposed system falls in one of the most interesting topics of last years: home automation. It was 

designed with the proposal to minimize the work needed to install it thanks to the massive use of wireless 

communication between modules and the central unit.  The used technology is the 802.15.4 ZIGBEE structured 

as in a star topology network. Section II will describe the architecture algorithms used. Section III presents the 

simulation of a scenario assisted by the presence of images. Section IV shows graphs and tables of the simu-

lation results. In section V conclusions will be discussed. 

THE PROPOSED APPROACH 

The proposed architecture was modeled using wireless and wired technologies in combination. The wire-

less network n.1 is based on the 802.15.4 (ZigBee) resulting in a star type topology with three nodes (For this 

simulation. More modules can be connected). 

 One motion sensor that detects movements in the room. Its control function reads the input values,

encapsulates them in a "movim_signal" type packet which stores the data detected by the sensor and the instant 

in time in which those were detected, then sends them to node #3 ( gateway). It is powered by a battery. It 

belongs to network n.1 of which is node n.1. 

Figure 1: Motion sensor structure 

 Door-opening sensor: Detects the opening of a door and stores how long it has been open. It sends the

detected data to the gateway. Powered by a battery. It belongs to network n.1 of which is node #2. 
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Figure 2: Door-opening sensor structure. 

 Gateway: Transmits the incoming data received from network n.1 (Sensors) and sends them to network

n.2 (Controller & Control unit). Battery-powered. It belongs to network n.1 of which is node #3 and to network

n.2 of which is node #2.

Figure 3: Gateway structure. 

The wired network n.2 is based on the CMSA/CD (Ethernet) resulting in a ring topology composed of 3 

nodes. (The gateway was analyzed above). 

 Controller: Receives the values detected by the sensors from the gateway and processes them using a

Fuzzy logic that will decree the alarm level and send it back to the controller input to allow it to be sent to the 

control unit. It does not need a battery to function. It belongs to network n.2 of which is node n.1. 

Figure 4: Controller structure. 

 Control unit: Receives from the controller the values detected by the sensors and the alarm level gen-

erated. It also receives the key insertion signal from an MBSD. Use a function to decide what actions need to 

take based on sensor values and alarm level. The hypothesized cases depend on the alarm level: Low, Medium, 

______________________________________________________________________________________________________________THE SEVENTEENTH ISA EUROPEAN STUDENTS PAPER COMPETITION (ESPC-2021) WINNERS



109 

or High. The actions taken in this POC are automatic door closing, automatic emergency call, and activation 

of an acoustic alarm. 

Figure 5: Controller structure. 

Fuzzy logic function analysis: Two inputs and one output. Detected movements and door opening time 

will be used as input while alarm level will be the output. The detected movements range from 0 to 3 in the 

low case, from 2 to 9 in the medium case, and from 8 to 10 in the high case. The opening time (in seconds) 

ranges from 0 (door closed) to 25 in the low case, from 20 to 50 in the medium case, and from 45 to 80 in the 

high case. The alarm level ranges from 0 to 4.6 in the low case, from 4 to 7 in the medium case, and from 6.4 

to 10 in the high case. 

The nine control rules that were used: 

 With low movement and low doors, the alarm level will be low.

 With low movement and medium doors, the alarm level will be low.

 With low movement and high doors, the alarm level will be medium.

 Medium movement and low doors the alarm level will be low.

 Medium movement and medium doors the alarm level will be medium.

 With medium movement and high doors, the alarm level will be high.

 With high movement and low doors, the alarm level will be medium.

 With high movement and medium doors, the alarm level will be high.

 With high movement and high doors, the alarm level will be high.

MBSD function analysis: Two states, on and off. When the interaction of the disarm key is detected, it

switches from off to on, temporarily deactivating the alarm. 

It then waits for 1 second (chosen for the simulation to affect only one instant of time) and returns to the 

off state. 

Figure 6: MBSD structure. 

SCENARIO 

The simulated environment implements three parameters. 

 Movements detected by the “Motion sensor”: Generated randomly. Indicate the number of detections

from a single sensor during a whole instant of time. In this POC the maximum detections/second have been 

set to 10. 

 Door open signal: Indicates how many seconds the door stayed in the open state. A logic AND between

the signal and a clock with a period of 1 allows a rising edge counter to advance for all the instants of time in 
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which the signal stays 1, resetting it when the control unit detects an alarm signal and closes the door. The 

counter indicates the time elapsed between opening and closing the door. 

 Key insertion signal: Simulates the insertion of the disarm key. Passes through an MBSD used as a

switch. 

Figure 7: Door opening signal. 

Figure 8: Door elapsed time circuit. 

PERFORMANCE EVALUATION 

The motion sensors function stores the number of packets sent. The same function applies to the door-

opening sensor. The Gateway can read how many packets are received from the sensors checking their content 

and sends them to the controller. This function also stores the delay between the moment one packet is sent by 

the sensor and its reception time and the number of packets sent and received. The controller function stores 

the propagation time of a message between sensors and the controller itself. 

Figure 9: Obtained results. 
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CONCLUSIONS 

The project has great development potential thanks to both the versatility of the technology used and the 

various types of modules that can be created. It can be used as a starting point for the home smart security 

market and in the implementation of a warehouse smart alarm system. 
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Annotation 

This paper presents a software implementation of the analytical signal model in Python 3.6.9. The article de-

scribes the mathematical model of the signal under investigation: the structure of the analytical signal; Hilbert 

transform and its basic properties; signal parameters description: 

• Amplitude 

• Power 

• Frequency 

The block diagram of the implemented algorithms, the program code and an example of signal simulation. 

INTRODUCTION 

An analytical signal (complex signal) is a mathematical representation of an analog signal in the form of 

a complex analytical function of time used in signal processing theory. The usual, real signal x is in this case 

the real part of the analytic representation s(t). The theory of analytical signals is a developed direction in the 

theory of control systems. 

As a rule, ready-made models of the studied phenomenon are used to solve applied problems. In particu-

lar, if the solution of the problem is performed in any programming language, then ready-made libraries of 

functions and methods are used. This speeds up the development of a software solution and allows you to 

concentrate on solving the problem, bypassing the technical implementation of  

the subject. The layer of abstraction is also increased, allowing for a more flexible approach to the solu-

tion. 

Therefore, when approaching the problem of modeling the analytical signal, such a method was chosen. 

Based on the already built mathematical models, an interface (library of functions) was developed for modeling 

the signal and its parameters. In connection with the often encountered problem of signal noise, the function 

of smoothing signals (including parameters) was also developed, implemented by the "simple moving average" 

method. 

MATHEMATICAL MODEL 

The formal definition of a complex signal is as follows: 

      , s t u t iv t         (1) 

where u(t) is a real signal with a Fourier image; v (t) - conjugate signal by Hilbert transform method. 

In this case, the conjugate signal is related to the real part using the Hilbert transform as follows: 

  
 

 
1
 






       

u
v t d H u t

t
.  (2) 

We list the most important properties of the Hilbert transform: 

1.    
1,     0

0,   0


    

 
H i sgn  ,  

where sgn(x) – sign function. (3) 

2.       1                    H H u t u t H H . (4) 
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Formula (3) gives an idea of the amplitude-frequency characteristic of the Hilbert transform, (4) 

the formula shows how the inverse transformation is represented, that is, the return to the original 

signal. 

In addition to the listed properties, it is also very important that the Hilbert transform is expressed 

through the Fourier transform. This fact plays a major role in the software implementation of the 

analytical signal model. 

Let U (iω) = F [u (t)] be the Fourier image of the real signal. Since the Fourier image s(t) is: 

       1   2 ,   0       S i sgn U i U i .  (5) 

Then you can calculate v(t) complement by the formula: 

   1  {  2  },    v t Im F U i ,  (6) 

where Im(z) is the imaginary part of z; F-1 - Inverse Fourier Transform. 

Based on the complex signal model, it is also possible to give definitions of the main parameters 

of the signal, its amplitude a(t) or power c(t): 

             2 2 2 2 2  ,     ,    a t u t v t a t c t u t v t  (7) 

and phases: 

 
 

 

 

 

 

 
1 1 1tan cos sin  
     

             
     

v t u t v t
t

u t a t a t
, (8) 

and also frequencies: 

 
       

   
 

2 2
.


   



u t v t u t v t d
t t

dtu t v t
(9) 

In this implementation of the signal model, the present smoothing method works according to 

the following principle. A certain area is taken before and after a certain point and, taking into account 

the numerical values of the measurements included in this area, we calculate the average value. For-

mally, this can be described as follows. 

Let there be a sample of N points {f1, f2,…, fN}. Then, to find the average in the vicinity of the 

selected point i, we take the arithmetic mean of M previous and subsequent points, including the point 

i itself. Then the new values of the points, let gi, will be calculated by the formula: 

 
2 1



 





M

i j
i

j M

f
g

M
 (10) 

PROGRAM DESCRIPTION 

When developing a complex signal model in Python 3.6.9, the following functions were implemented, 

covering the construction of the conjugate signal by Hilbert transform method, the construction of an analytical 

signal, the calculation of the main signal parameters, as well as noise smoothing. 

The work is carried out as follows: the library file is included in the program header; code is written using 

the functions described below; below is the code that displays the received data; launched through the OS 

command line; the user receives an image (graph) of the simulated signal. The library interface consists of the 

following functions: 

• hilbert (signal) - the function takes an array of signal values, returns an array representing the values of

the Hilbert transform. 

• оrt_signal (signal) - the function takes as a parameter an array of values of a valid signal and returns an

array representing the values of the conjugate signal. 

• analitic_signal (signal) - takes an array of signal values, returns an array of complex analytical signal

values. 
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• amp (signal) - takes an array of analytical signal values, returns the amplitude of the analytical signal.

• cap (signal) - takes an array of analytical signal values, returns the analytical signal power.

• frq (signal, dx) - takes an array of analytical signal values (signal) and a signal sampling step (dx),

returns the frequency of the analytical signal. 

• smoothing (signal, M) - smooths the input signal using the moving averaging method, takes an array of

values of the actual signal (signal) and the degree of smoothing (M), returns a smoothed signal. 

ALGORITHMIC DESCRIPTION 

In this part of the work, the block diagrams of the above described functions are given with comments, 

with the exception of the functions amp (signal) and cap (signal), the implementation of which is trivial. 

1.hilbert ():

Fig 1. Block diagram of the Hilbert transform function 

The Start block indicates the beginning of the program and contains the name of the function, as well as 

the accepted parameters. Further, in the description of subsequent functions, commenting is carried out starting 

from the second block. The second block: N - a variable containing the length (len ()) of the sample of signal 

values; U is the direct Fourier transform (fft ()) of the input signal. Third block: M - sample center. The next 

two lines calculate the Fourier image of the analytical signal, where, according to the theory, at negative fre-

quencies ω the image is equal to zero, and at positive frequencies it is equal to the doubled value of the image 

of the real signal. Fourth block: Returns the inverse Fourier transform of a complex-valued signal. End of the 

algorithm. 

The second block: h - an array of values of the signal converted according to Hilbert; ort_signal is an 

empty array for storing the values of the coupled signal. The third block: the loop of variable i passing from 0 

to the end of the array, in the body of the loop, the imaginary part of the h array is assigned to the ort_signal 

array. Fourth block: the function returns the array ort_signal. End of the algorithm. 

The second block: analitic_signal - an array for storing the final value; h and ort_signal have the same 

meaning as in the previous algorithm. The third block: Loop 1 - performs the same functions as in the previous 

algorithm. The fourth block: Loop 2 - loop of variable i passing from 0 to the end of the array, complex values 

are assigned to the analitic_signal array in the loop body, where the real part is the input signal, and the imag-

inary part is the conjugate signal. Fifth block: the function returns an array analitic_signal. End of the algo-

rithm. 
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2.ort_signal ():

Fig 2. Block diagram of the orthogonal signal func-
tion 

2.analitic_signal ():

Fig 3. Block diagram of the analytical signal 
function 
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3.smoothing (): 

 

Fig 4. Block diagram of the function that 
implements signal smoothing 

5.frq (): 

 

Fig 5. Block diagram of the analytical signal 
frequency function 

 

Second block: new_signal - an array for storing the final value. The third block: Loop 1 - loop of the 

variable i, passing from 0 to the end of the array, except for the last M points. Loop 1 contains a nested loop, 

Loop 2, which calculates new averages of the signal using the "simple moving average"  method. Fourth block: 

the function returns the new_signal array. End of the algorithm. 

Second block: u - array of real values of the analytical signal; v - array of the imaginary part of the ana-

lytical signal; freeq is a variable for storing the total frequency values. The third block: Loop 1 - the loop of 

variable i passing from 0 to the end of the signal sample. In the body of the loop, the phase values of the signal 

are calculated using the formula (8) with the arcsine. Fourth block: the function returns the time derivative of 

the phase, that is, the frequency value. End of the algorithm. 
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Full program code: 

import matplotlib.pyplot as plt 

import numpy as np 

import math as m 

from scipy.fftpack import * 

def hilbert_1(signal): 

    N = len(signal) 

    U = fft(signal) 

    M = N - N//2 – 1 

    U[N//2+1:] = [0] * M 

    U[1:N//2] = 2 * U[1:N//2] 

    v = ifft(U) 

    return v 

def derivative(f, dx): 

    df = [] 

    df.append((f[1] - f[0]) / dx) 

    for i in range(1, len(f)): 

        df.append((f[i] - f[i - 1]) / dx) 

    return df 

def ort_signal(signal): 

    h = hilbert_1(signal) 

    ort_signal = [] 

   for i in range(0, len(signal)): 

        ort_signal.append(h[i].imag) 

    return ort_signal 

def analitic_signal(signal): 

    analitic_signal = [] 

    h = hilbert_1(signal) 

    ort_signal = [] 

    for i in range(0, len(signal)): 

        ort_signal.append(h[i].imag) 

    for i in range(0, len(signal)): 

        analitic_signal.append(complex(signal[i], ort_signal[i])) 

    return analitic_signal 

def smoothing(signal, K): 

    new_signal = [0] * len(signal) 

    for i in range(K, len(signal) - K): 

     for j in range(-K, K): 

new_signal[i] += signal[i + j] / (2*K + 1) 
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    return new_signal 

 

 

def amp(signal): 

    return np.abs(signal) 

 

 

def cap(signal): 

    return np.abs(signal) * np.abs(signal) 

 

 

def frq(signal, dx): 

    u = [x.real for x in signal] 

    v = [x.imag for x in signal] 

    freeq = [] 

 

    for i in range(0, len(signal)): 

        freeq.append(m.asin(v[i] / np.abs(signal[i]))) 

 

    return np.abs(derivative(freeq, dx)) 

EXAMPLE OF SIGNAL CONSTRUCTION 

As an example of the program operation, the following code was written to simulate the conjugate signal 

for the sin(x) function. As a result, we have the following code: 

from signal_model import * 

 

d = 10 

discr = 0.0008 

l = int(d / discr) 

 

axis = [(x * discr) for x in range(0, l)] 

signal = [m.sin(x) for x in axis] 

 

ort_signal = ort_signal(signal) 

analitic_signal = analitic_signal(signal) 

 

plt.axis([0, d, -2.5, 2.5]) 

 

plt.plot(axis, signal) 

plt.plot(axis, ort_signal, color = 'red') 

 

plt.plot(axis, amp(analitic_signal)) 

plt.plot(axis, cap(analitic_signal)) 

plt.plot(axis, smoothing( frq(analitic_signal, discr), 50), color = 'grey') 

 

plt.show() 

 

The result of the program can be seen in the following figures: 
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Figure 6 - 7. The result of the program. Blue - input valid signal; Red - conjugate signal by Hilbert 

transform method; Orange - amplitude; Green - power; Gray – frequency. 

   In particular, as mentioned earlier, sometimes when the signal is noisy, it becomes necessary to smooth 

it, which is demonstrated below: 

Fig. 8 - 9. An example of the smoothing function. Blue - noisy signal; Black - anti-aliased. 
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Annotation 

The article presents the basic model of an updated production cell with a high degree of automation. It includes 

design solutions for the location of 3D printers with a centralized module for automated control of the operation 

of 3D printers with a high degree of mechanization in the form of a robotic arm. 

 

Today, the presence of production cells among domestic enterprises is in demand. The main problems in 

traditional industries are: the human factor, diagnostic time, equipment maintenance, a high percentage of 

defects in manufactured products, due to the low qualification of personnel, imperfect quality control processes 

of machining processes, molding and casting processes, as well as high work rates, due to the dynamically 

developing demands of the market sector. 

The unattainability of a sufficient level of automation in traditional industries is due to the presence of the 

human factor, which entails a number of time costs, such as: unnecessary movement, excessive processing of 

products, the presence of inconsistencies, the elimination of defects, overspending of resources for the process. 

The solution to this problem area is the conceptual development of a layer-by-layer synthesis system with 

remote control, which allows for automated quality control of the manufactured product by using X-ray tech-

nologies based on the principle of an X-ray separator. 

Today, all manufacturing enterprises are experiencing uncertainty in both stable and rhythmic market 

demands. For the sustainability and implementation of the management of continuous monitoring of the pro-

cess, as well as the possibility of reducing the time spent on transportation and storage of finished products, it 

is advisable to implement a mass production system with a control center in another city (country). 

The structure is based on a square arrangement of 3D printers connected by a robot manipulator, as well 

as a conveyor belt (Fig. 1). This system covers the product life cycle from receiving a digital model to the 

control point to the processing process and iteration of this process.  

3D Printer 3D Printer

3D Printer3D Printer

3D Printer

Robot 

manipulator

3D Printer

3D Printer

3D Printer

Recycling

X-ray radiation

Conveyor belt

  

Figure 1-Block diagram of a layer-by-layer synthesis system with remote control. 
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The principle of operation of the system is a cyclic and waste-free process of additive manufacturing with 

remote control and the exclusion of the human factor. The remote control gives the command to print the 

product and loads the data on the permissible errors. The robot manipulator starts the printing process on 3D 

printers located around the manipulator. During the printing process, there is constant monitoring by X-ray 

radiation and, if a discrepancy between the pre-set parameters of the product is detected, the printing process 

is stopped, to move the defective part to recycling, by using a conveyor belt. 

The advantage of this system is that there are no workplaces with operators replaced by workstations, 

according to the principle of unification. A robot manipulator with a high degree of mechanization was in-

stalled to control the quality of the process of the additive plants of the production line. The main task of the 

robot manipulator is the process of continuous monitoring of the quality level of the filamented product in the 

process of layer-by-layer synthesis. 

Conclusion 

The main advantage of the developed concept is the reduction of all losses in the production process 

associated with the human factor and equipment maintenance. The innovation of the developed system is to 

cover the full life cycle of the production cell, which implements all stages of the process of layer-by-layer 

synthesis, and the possibility of processing defective products. 

Therefore, the proposed conceptual solution is the basis for the implementation of an automated techno-

logical line of the full life cycle, with the exception of the development of the technical specification for the 

creation of the first experimental part of the filamented product. 
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Abstract  
On the basis of radio optics methods, an alternative description of the action of a prism spectral device 

is proposed, which is based on transformations of an optical signal by an optical coherent Fourier pro-

cessor. The analyzed optical radiation is introduced into the optical coherent Fourier processor by a 

dispersing element in the form of a prism. The transmission function of the prism as a transparency 

and the input-output ratio of the prism spectral device for complex spectra in the form of a linear inte-

gral operator, in which the complex instrumental function is determined by the transmission function 

of the prism, are established 

Keywords: spectral measurements; radio-optical approach; diffraction prism spectral device; optical 

coherent Fourier processor; prism; transparency; transmission function; instrument function. 

 

Introduction 

In physics and technology, spectral methods and devices are among the most common, and there are 

currently no visible reasons that would change this situation. Harmonic spectrum analysis is one of the most 

important physical and technical measurements. The very widespread use of instruments for analyzing har-

monic spectra is due to the importance and variety of information obtained with their help, both in fundamental 

studies of the structure of matter (astrophysics, radio astronomy, spectroscopy) and in solving applied prob-

lems. 

The role of harmonic analysis is especially great in spectroscopy, where spectral instruments investigate 

electromagnetic radiation as a signal sent by matter and carrying a variety of spectroscopic information. 

Among the instruments for scientific research, the equipment of harmonic analysis occupies a special 

place: the technique of spectroscopy has been developing for many years at a very high rate, faster than in 

other areas of physical experiment and analysis. The result of this development is a number of methods for 

analyzing harmonic spectra and the widest range of spectral instruments.    

The huge role of instrumental harmonic analysis in modern science and technology and the high level of 

development of spectral instrumentation require a well-developed theory of spectral measurements. Analysis 

of the modern state of spectrometry has shown that a number of issues in the theory of spectral measurements 

remain insufficiently developed and require additional research. 

Thus, the main task of the theory of spectral measurements is to establish a connection between the spec-

trum in the mathematical sense and the instrumental spectrum, i.e. registered as a result of spectral measure-

ments [1], in other words, the input-output connection of the spectral device. Within the framework of the 

theory of optical spectral measurements, a solution to this problem was proposed in [2], where, on the basis of 

heuristic reasoning, a linear integral operator in the form of a convolution was obtained, which initially de-

scribes the measurement of energy spectra. It’s the connection between the input and output of the spectral 

device in the form of a convolution that served as the basis for solving the inverse problem, i.e. reduction to 

an ideal spectral instrument. The ideology of the work [2] has firmly taken a place in the known manuals on 

optical spectroscopy techniques [3, 4, 5, 6, 7]. It should be emphasized that article [2] notes a change in reso-

lution within the analyzed wavelength band, which is contrary to the folding operation. 

Characteristically, in the mentioned manuals [3, 4, 5, 6, 7] the core of the integral operator, i.e. the instru-

mental function of the spectral device, is not directly related to the parameters of the dispersing systems of 

diffraction spectral devices. For lattice spectral devices, the issue of direct connection of the instrumental func-

tion with the parameters of the diffraction grating is to a certain extent solved in papers [8, 9, 10, 11]. In this 

paper, an attempt has been made to solve the issue of connecting a instrumental function with the parameters 

of a dispersing system for a prism spectral device within the framework of establishing an input-output con-

nection of a spectral device for complex spectra of optical radiation. 
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Functional scheme of the diffraction spectral device and it’s radio-optical interpretation 

The general functional scheme of the diffraction prism spectral device [7]  is shown in Fig.1, it consists 

of two parts: the collimating system (A) and the analyzing (resolving) system (B). The collimating system (A) 

generates the analyzed signal in the form of a uniform plane wave beam. The analyzing system (B) includes a 

dispersing system (DS), an optical system consisting of two layers of free space and a positive lens between 

them and a recording device. The recording device performs photodetection and temporal integration of its 

results and ultimately provides the recipient with spectroscopic information in the form of an energy spectrum.  

Fig.1. Optical scheme of the diffraction prism spectral device 

The dispersing system, as a one-dimensional transparency [12], introduces the analyzed optical radiation 

into the analyzing system, which includes two layers of free space and an ideal thin positive lens with a focal 

length F  between them. Within the framework of the radio-optical approach [13], it was shown that an optical 

system including in the following order: a layer of free space with an extension F , an ideal thin positive lens 

with a focal length F , and a layer of free space with an extension F . When illuminating this optical system 

with a uniform flat monochromatic light wave, a spatial transformation of the function ( , 0) f z  is performed 

in the form [14]: 

0

0

2 F ˆ( , ) exp( / 4) [ ( , 0)]

2 F
exp( / 4) ( , 0)exp( )


        




         

 

s x

x

L

c
S i f z

c
i f z i d

,  (1) 

where ( , ) s xS  - spectrum of spatial frequencies; ˆ  - direct Fourier transform operator; 
0 F


 x

x

c
- spa-

tial frequency; 0c - скорость света в вакууме; F - focal length of the ideal thin lens;  - angular fre-

quency of uniform flat monochromatic wave incident on dispersing system: 

0( , ) exp[ ( )]   e z t E i t k z ,      (2) 

where 0E  - complex amplitude; t  - current time; k  - wave number; z  - direction of wave motion ( , )e z t .

Spectrum of spatial frequencies ( , ) s xS  is formed in plane (FP) 2Fz on sensitive surface of photo-

detector as spatial modulation of space-time signal  

0( , ) exp( ) ( , )     s xs x t E i t S .  (3) 

In this case, the function ( , 0) f z  is the result of spatial modulation of a uniform flat monochromatic 

wave (2) by a dispersing system, which is considered a one-dimensional placard. According to the definition 

of the transparency transmission function [14], in what follows, we mean 

( , 0) T( )   f z . (4)
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Performing the spatial Fourier transform (1) served as a basis to call such a system an optical coherent 

Fourier processor [15]. 

prism transmission function 

The dispersing system of the prism spectral device is a prism, here it is a straight triangular prism with a 

base in the form of an isosceles triangle. The cross section of the prism is shown in Fig. 2.   

 

Fig.1. Optical scheme of the dispersive system of a prism spectral device 

To establish the transmission function of a prism, the original prism is presented in the form of two partial 

equal-area right triangular prisms with an initial height and bases in the form of two equal-sized right-angled 

triangles, as shown in Fig.2. In this case, the transmission function of the transparency in the form of the 

original prism is given as: 

     T( , ) T ( , ) T ( , )            ,  (5) 

where T ( , )   , T ( , )    - transmission functions of partial prisms, respectively. 

The main parameters of a prism are the refractive index of the prism material ( )n , the size of its entrance 

aperture L , and the angle of the prism  . Further, it is assumed that there are no losses in the prism material, 

i.e. ( )n  real function of frequency.  

Through these parameters, the transmission functions of partial prisms, as phase banners, are expressed 

in forms: 

 
0

( )( ) tg
T( , ) exp cos

    
        

 

n L
i

c
,          (6) 

 
0

( )( ) tg
T ( , ) exp cos

    
         

 

n L
i

c
,        (7) 

Substitution of relations (6) and (7) into expression (5) gives the transmission function of the original 

prism 

 
0

2( ( )( ) tg
T( , ) exp

cos cos

    
       

 

  

n L
i

c .              (8) 

The ratio (8) is suitably presented in the form: 

 
0

0

2 ( ) tg
T( , ) exp

2 ( ) tg
exp cos cos

   
      

 

   
     

 

n L
i

c

n
i

c

,                   (9) 
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where 0   L . 

Input-output ratio of a prism spectral device for complex spectra 

The input-output ratio of a spectral device for complex spectra is given in the form of a linear integral 

operator [8]:  

0( , ) ( , , ) ( )



        aS t K t S d ,  (10) 

where ( , )aS t - instrumental complex spectrum;   - current temporal angular spectral frequency;   

- - the band of the analyzed frequencies; ( , , ) K t  - complex instrumental function; 0( )S - complex math-

ematical spectrum of the analyzed optical vibration ( )e t , i.e. 

0
ˆ( ) [ ( )] ( )exp( )    

sT

S e t e t i t dt ,  (11) 

where sT  - signal duration ( )e t . 

The apparatus function, according to the definition of the general theory of linear systems, is the response 

of a linear system to   action, the meaning of which is determined by the problem being solved; in the case 

of measuring a complex spectrum, the   action is a spectral function ( )  . Then the complex 

instrumental function of the spectral device is given by the expression:  

ˆ, [ ( )]    K( ,t)= L ,  (12) 

where L̂  - some linear bounded operator, which in general form establishes the transformation of the spectral

function (11) when performing spectral measurements and which requires additional interpretation. 

A linear operator L̂  can be represented in the form of a product of linear bounded operators [11]:

ˆˆ ˆ ˆ -1
aL= A VF ,  (13) 

where ˆ -1F - the operator of the inverse Fourier transform, the result of which is the transformation of the

spectral function ( )   into a harmonic vibration exp( )i t ; the operator V̂ converts the harmonic vibra-

tion exp( )i t  into a homogeneous plane monochromatic wave exp[ ( )]  i t k z ; the operator ˆ
aA  describes

the action of the analyzing system of a spectral instrument on a homogeneous plane monochromatic light wave. 

Taking into account expression (13), the complex instrumental function of the spectral device, as a wave 

analyzer, in the operator room takes the form: 

ˆˆ ˆ ˆ( , , ) [ ( )] [ ( )]         -1
aK t L A VF ,      (14) 

where the complex instrumental function ( , , ) K t  determines the time-varying complex spectra [11].  

According to the above, the complex instrumental function ( , , ) K t  is the result of the implementation 

of the algorithm for the operation of an optical coherent Fourier processor at different frequencies   of a 

homogeneous plane monochromatic light wave, and here  

02 Fˆ ˆexp( / 4)


  


a

c
A i F .  (15) 

Then, taking into account relations (1), (3), (4), the complex instrumental function is expressed in the 

form: 

0

0

2 F
( , , ) exp( / 4) exp( )

( )exp( )


        



     
L

x

c
K t i i t

T i d

. (16)
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Substituting a relation (9) in an expression (15) results in an expression: 

 

0

0

00
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 
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L

x
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i

c
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c

.   (17) 

Integration in expression (17) gives:  

 

0

0 0

0

0

2 F
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4
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.    (18) 

In relation (18), the following part can be distinguished in the form: 

 

0

0 0

2 F
( ) cos cos exp( )

4

( ) tg
exp exp

2

 
      
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c
H i

xL n L
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c c
  (19) 

and, proceeding from relation (10), to interpret it as a transfer function of some imaginary two-port network, 

i.e. 

 ( ) ( ) exp( arg ( )      H H i H .  (20) 

In relation (20), the function 

 02 F
( ) cos cos


    



c
H  (21) 

has the meaning of the amplitude-frequency characteristic, and the function 

 
0 0

( ) tg
arg ( ) / 4

2

   
     

xL n L
H

c c
    (22) 

s considered as phase-frequency response. 

Imaginary four-pole device with transfer function (20) is introduced into the process of measuring com-

plex spectrum of optical radiation by algorithm of prism spectral device action. This allows the expression (10) 

to be represented in the form:  

 ( , ) ( , , ) ( )



         aS t K t S d ,  (23) 

in expression (23)  

 ( )  S ( )H 0( )S  .(24) 
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The statement of the imaginary four-pole imaginary four-pole allows us to represent the complex hard-

ware function of a prism spectral device in the form of:  

sin ( )]
2

( , , ) exp( )

 
 

      


aT

K t i t .     (25) 

Based on expression (24), the complex instrumental spectrum when measured with a prism spectral device 

is described by the expression:  

sin ( )]
2

( , ) exp( ) ( )



 
 

           


a

a

T

S t i t S d .  (26) 

The complex instrumental function (25) establishes a time-varying complex spectrum (26) and is a nec-

essary and sufficient condition for measuring the instantaneous complex spectrum of the signal ( )e t  [11], the 

definition of which (instantaneous spectrum) was proposed in [16]. 

In expression (26), the quantity 

( , )
2 ( )Ftg


    

 

x
x

n
(27) 

is the current temporal spectral angular frequency, which is expressed as a non-linear function of the 

coordinate x , since the refractive index of the prism material ( )n is described by a non-linear function. 

Further, the quantity  

0

( ) tg
( )

 
 a

n L
T

c
,  (28) 

having the dimension of time, is interpreted as "analysis time", since it determines the resolution of the 

prism spectral instrument when measuring the instantaneous spectrum. 

When measuring the spectra of optical radiation, i.e. signals of the optical range of electromagnetic phe-

nomena, the recipient of the spectroscopic information is given energy spectra. 

When measuring the complex instantaneous spectrum, the energy spectral function is understood as the 

energy spectrum ( )aG  as a result of performing the following operations [11]: 

21
( ) ( , )  

R

a a
R T

G S t dt
T

,  (29) 

where the time integration of the photodetection result is presented. 

The integration in expression (29) was performed in [8, 11], as a result, the relation: 

2

2
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( ) ( )
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

 
 
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

a

a

T

G M G d ,     (30) 

where 
2

( ) ( )     G S ; M const . 

Relations (29) and (30) indicate that the phase-frequency distortions of the complex spectrum caused by 

the function arg ( )H  do not affect the measurement result of the energy spectrum, while the amplitude-

frequency distortions described by the function ( )H  distort the measurement result of the energy spectrum. 

Relation (30) is not a usual convolution, since the temporal spectral angular frequency   is a function 

 ; moreover, the quantity aT is also a function  and is not a constant. This is the internal difference between 

the integral operator (30) and the corresponding integral operator introduced in [2]. 
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CONCLUSION 

This paper is a continuation of the application of the radio-optical approach in the theory of diffractive 

optical spectral devices.  Earlier, radio optics methods were used to describe the operation of a grating spectral 

device [8, 10, 11], which made it possible to give a consistent description of the conversion of the optical 

radiation spectrum from the input aperture of the spectral device to the issuance of spectroscopic information 

to the recipient in the form of an energy spectrum.  The intermediate result is the statement of the complex 

spectrum of optical radiation. 

In this paper, the use of radio-optical ideas also made it possible to show the processing of the optical 

radiation spectrum from the entrance aperture of a prism spectral device to obtain an energy spectrum and also 

to state the complex instrumental spectra in spectroscopic measurements in the optical range with a prism 

spectral device. Namely, on the basis of these complex spectra, specific errors in the analysis of energy spectra 

with a prism spectral device were established, undoubtedly, the same distortions are inherent in spectral meas-

urements with grating spectral devices, but these distortions were not established in [8, 10, 11].   

It should be emphasized that the noted specific errors in spectral measurements in the optical range can 

hardly be established within the framework of the existing methodology of optical spectrometry based on the 

principles of geometric optics. 
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Abstract 

The “bloom” of some phytoplankton species (for example, blue-green algae) can threaten the environment. 

Therefore, it is of interest to build models for predicting such a “bloom”. This model is based on the Lotka-

Volterra equations. This paper describes a method for the selection of coefficients according to biomonitoring 

data for the obtained model, a method that improves the selection of coefficients, and a statistical analysis of 

the obtained models. 

Keywords: Lotka-Volterra equations, predator-prey model, population biology, ecological monitoring. 

THE “PREDATOR-PREY WITH FOOD” MODEL 

The Lotka-Volterra equations [1, 3] describes interspecific relations of the “predator-prey” type. It is 

represented by a system of two differential equations (1), where 1x  and 2x  are the population of prey (Cyan-

ophyta, also known as blue-green algae) and predators (Cyclopoida), respectively, 1 2 1 2, , ,     - are the co-

efficients influencing the change in populations: 

1
1 1 1 1 1 2

2
2 2 2 2 1 2


   


    


dx
f x x x

dt

dx
f x x x

dt

(1) 

The system above is solved by the Euler method since it cannot be solved analytically due to its nonline-

arity. The paper [2] substantiates why Euler's method is used to solve the system. 

In order for the system (1) to be applied to simulate the "bloom", control was designed (2) according to 

the ADAR method of synergetic control theory. The author of this method is Professor A. A. Kolesnikov [6, 

7]. Since the "bloom" is characterized by a significant increase in the Cyanophyta population, the target value 
* ,x relative to which the control is based, is a certain value of the prey population, many times greater than 

the initial value of the population, i.e., *
1(0). x k x The paper [2] provides a detailed description of the con-

trol design for this system. 
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COEFFICIENT SELECTION METHOD 

Real monitoring data of the water system are represented by two values (populations of Cyanophyta and 

Cyclopoida) at three points. The first at the beginning of the observation period, the second after 84-85 days 

and the third at the end of the observation period (after 153-154 days). The data at the beginning of the obser-

vation is used as the initial data for the system (2). The numerical solution step is equal to 1 day. To select the 

coefficients 1 2 1 2, , , , a a  stations are grouped according to certain criteria. In this paper, they were grouped 

by territorial proximity. 

The monitoring data were taken from the yearbook of the state of the waters of the Neva Bay and the 

eastern part of the Gulf of Finland according to hydrobiological indicators in 2012 [5]. Figure 1 shows the 

location of the stations. For calculations, we take stations No. 6, 10 and 11 (highlighted in red). 

 

Figure 1. Location of stations in the Neva Bay 

First, the coefficients 1 2 1 2, , , a a  are selected for the system (1). The selection of the values of the co-

efficients for the system (2) existing on the time interval T  is carried out according to the following criteria: 

1.      1 2, 0, 0;  x t x t t T  

2.  6
1 2( ), ( ) 10 , 0;  x t x t t T  (stability criterion) 

Since a numerical method is used to solve the system, an "error" appears. The "error" value is calculated 

using the least squares method (LS). As theoretical values, monitoring data from all stations of the group are 

taken - 1y for Cyanophyta, 2y  for Cyclopoida. The "error" is calculated using the following formula (3). 1 2,x x  

are used as the calculated values. The final set of coefficients will be the set in which the "error" value will be 

the smallest. 

  
2 2

1 1

min
 

 
n

ji ji

j i

x y  (3) 

A set of coefficients is obtained for each station. An example of such a selection of coefficients for stations 

No. 6, 10, 11 is Table 1. 

Table 1 

Coefficients for stations No. 6, 10, 11 

 1a  2a  1  2  

Station No. 6 0.12 0.05 0.11 0.02 

Station No. 10 0.07 0.07 0.03 0.04 

Station No.  11 0.07 0.06 0.02 0.02 

Mean value 0.09 0.06 0.05 0.03 

 

For further modeling, these coefficients are averaged. The obtained values will be used in the construction 

of models based on the system "predator - prey with food" (2) to predict a possible "bloom". Next, you should 
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select the values 1 2,T T  (coefficients affecting the time to reach the goal) for the target value - *x . They are

selected taking into account the following conditions: 

1. 1 2, T T h

2. The goal is considered achieved if the condition - * *
1 0.01  x x x (goal achievement criterion) is

satisfied for a certain interval. 

In a system with control (2), coefficient 1a is a function of food  1 ;a t we take its value as the initial 

value for food 1 1(0) .a a As an example, let us say *
120 (0). x x The model built on the basis of the found 

coefficients and satisfying all the criteria described above is shown in Figure 2. 

Figure 2. Model with control  1 2 1 2 1 2(0) 0.09, 0.06, 0.05, 0.03, 5.4, 18       a a T T

The next stage of the study is to study the maximum possible value of *x for the obtained coefficients. 

EXPLORING THE MAXIMUM VALUE OF *x

To find the maximum value of 
* ,x  at which the model meets all the criteria, the models were calculated 

using constant values of the coefficients 1 2 1 2, , , . a a  Based on the data obtained, a histogram was built (see 

Figure 3) of the relative frequency of the value k  - the magnification factor to obtain *.x

Figure 3. Histogram of values for models with control, built using the coefficients from Table 1 

As can be seen from Figure 3, the maximum possible increase for a given set of coefficients is a 28-fold 

increase ( max 28k ). This value is acceptable, but not optimal, since in nature, during the "bloom", more 

significant increases in the prey population can be observed. It is of interest to study ways to increase the target 

value. The next section describes this method. 
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APPLICATION OF THE OUTLIER METHOD 

As a method that would allow solving the problem of the limited increase in the population of preys, it is 

proposed to make an artificial outlier at one of the monitoring stations: in the second dimension of the Cyan-

ophyta population, increase its value by n  times. Then the data at such a station will look like this:

 11 12 13 .y n y y  

The decision to use the outlier was made on the basis of the following observation: at station No. 10, the 

second dimension of the cyanophyte population is more than 800 times higher than the first dimension. At the 

same time, the coefficients obtained in groups including 10 stations, in a theoretical study, turned out to be 

more stable at different target values. 

As theoretical research, the values of the second measurement at station No. 6 were increased by 5, 50 

and 100 times. Further, the method of selection of coefficients, described earlier, was applied. For stations No. 

6, 10 and 11, the following coefficients were obtained (Table 2). 

Table 2 

Coefficients for stations No. 6, 10, 11 at different values of outliers 

 
1a  2a  1  2  

5n   

Station No. 6 0.11 0.1 0.17 0.04 

Station No. 10 0.09 0.1 0.31 0.02 

Station No. 11 0.1 0.06 0.07 0.02 

Mean value 0.1 0.09 0.18 0.03 

50n  

Station No. 6 0.26 0.04 0.35 0.01 

Station No. 10 0.08 0.06 0.06 0.02 

Station No. 11 0.18 0.04 0.15 0.01 

Mean value 0.17 0.05 0.19 0.01 

100n  

Station No. 6 0.17 0.05 0.21 0.01 

Station No. 10 0.1 0.09 0.37 0.01 

Station No. 11 0.4 0.03 0.36 0.01 

Mean value 0.22 0.06 0.31 0.01 

 

Figure 4 below shows the results obtained. As can be seen from the figure, the maximum value of k  has 

increased by about 3 times ( max 80k ).  

 

Figure 4. Histogram of values for models with control, built using the coefficients from Table 2 

It can be concluded that the use of an artificial outlier at this group of stations made it possible to build 

stable models with a large value of k  for calculating *x , which makes it possible to simulate various variants 
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of the “bloom”. The data array obtained during the modeling is allowed to carry out a statistical analysis of the 

obtained models and compare the models without an outlier and with an outlier by a factor of 100. 

STATISTICAL COMPARISON OF OBTAINED MODELS 

Let us make a statistical comparison of the models for the group of stations No. 6, 10 and 11, obtained on 

the basis of the coefficients from Table 1 and Table 2 (outlier by a factor of 100). One of the important param-

eters for evaluating the model is the time to reach the goal. It is the first value , 1 ,it i N for which the goal 

achievement criterion is met. Let us designate this value as *.t To determine the possible values of *t , let us 

build histograms (see Fig. 5.1, 5.2), allowing you to clearly see this. 

Figure 5.1. Histogram of values *t for models with 

control, built using the coefficients from Table 1 

Figure 5.2. Histogram of values *t for models with 

control, built using the coefficients from Table 2 

As can be seen from Figure 5.1, for a set of coefficients found without an artificial outlier, in more than 

half of the cases, the time to reach the goal is practically equal to the entire time period, that is, * .t T  Con-

sidering that the "bloom" most often occurs in August [8], such a time goal is possible and theoretically sound. 

Figure 5.2 shows that the artificial ejection allowed increasing the range of values *t by several times. 

Although small values of *t are not as common as longer ones ( * 90t ), there are such values, and the resulting 

models satisfy all the criteria. An example of such a model with “quick” goal achievement ( * 48t ) is shown 

in Figure 6. 

Figure 6. An example of a model with "quick" goal achievement 
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The next object of research is the establishment of the dependence of the value *t on k  (multiplicity of 

magnification 1(0)x ). Figure 7 shows a tendency - with an increase in k , the time to reach the goal increases. 

This is because a larger difference between the start and target makes the transient response take longer as 

preys require more food to transition from one state to another. 

 

Figure 7. Scatter plot for *t and k  

The last object of research on the time to reach the goal is the study of its dependence on 1(0)x  and 2 (0).x  

In Figure 8.1 it can be seen that with an increase in 1(0)x , the value of *t decreases in both sets of the coeffi-

cients, i.e. there is an inverse proportionality. However, knowing from Figure 7 that *t is also influenced by 

the value of k , we can conclude that with selected 1(0)x and k it is possible to achieve the most optimal value 

of *.t  Figure 8.2 shows that as 2 (0)x increases, the value of *t decreases in both sets of the coefficients. This 

is explained by the fact that the more predators, the more preys they can eat and reproduce (since in the “pred-

ator-prey” system all the eaten biomass of preys passes into the biomass of predators [4, p. 24]. Accordingly, 

the more predators, the slower preys multiply. 

 

  

Figure 8.1. Scatter plot for *t and 1(0)x  Figure 8.2. Scatter plot for *t and 2 (0)x  
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The next important issue is to establish the ranges of possible values for 1(0)x and 2 (0)x , since in nature 

the population of Cyanophyta and Cyclopoida is constantly changing and the model must meet all criteria 

when changing its initial values. For this, box plots were built (see Fig. 9.1, 9.2). 

Figure 9.1. Box plot for 1(0)x

In Figure 9.1, you can see that as k increases, the upper range of 1(0)x values decrease in both sets of 

models. This is due to the fact that, as mentioned earlier, the larger k , the longer it will take to reach the *t

target, respectively, the predators have much more food in the form of preys, which affects their reproduction 

rate. The constant increase in the rate of reproduction of predators leads to an exponential increase in the 

population of predators. From Figure 9.2, you can see that the upper range of 2 (0)x values also decrease with 

increasing k . This can also be explained by the fact that at higher values, the predator population will grow 

exponentially. Such models are likely to fail to meet the sustainability criterion. All this indicates an additional 

restriction on the initial values of the model, which should be taken into account in the simulation. 

Figure 9.2. Box plot for 2 (0)x  
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Summing up the results of a statistical comparison of the two sets of coefficients, we can say that both 

sets are generally similar in their behavior (decreasing the ranges of values of 1(0)x and 2 (0),x  decreasing *t

with the growth of 1(0)x , increasing *t with the growth of 2 (0)x , etc.). The main difference between the two 

sets is the different range of k values. Some of the behavioral features of the models are explained by the 

peculiarities of the “predator-prey” system, while others have biological patterns. 

CONCLUSION 

The paper considers a method for selecting coefficients based on monitoring data, which makes it possible 

to find sets of coefficients by which it is possible to build stable models described by a system with control 

(2). The method of artificial outlier is also considered, which allows finding the coefficients at which it is 

possible to build models with a larger target value. A statistical comparison of the obtained sets of coefficients 

and models is carried out. Conclusions are drawn about the behavior of the models for different parameters.  
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Abstract. This article discusses a robotic complex that allows you to assess the technical condition of 

ventilation systems. Methods and means of obtaining data on the state of the ventilation pipeline are described. 

The parameters under study are: ambient temperature, composition and flow rate of air masses, as well as 

pressure. The advantages of using a robotic complex regarding existing methods of diagnostics of ventilation 

systems are presented.  

1 INTRODUCTION 

Automation is one of the most important factors in increasing productivity and improving working con-

ditions. The methods of work used make it possible to achieve lower costs, not only financial, but also time 

and human resources, both in mass production conditions, and in individual conditions. 

Inspection of engineering systems or assessment of their technical condition is a set of measures carried 

out to assess their current state and functional capabilities, the compliance of the structure of engineering 

systems with the existing design and as-built documentation, applicable rules and regulations, as well as the 

suitability of engineering systems for further operation, modernization or repair [1-3]. 

The concept of pipeline diagnostics consists in the desire to obtain information about the technical state 

of the system, including such types as information about the environment and objects of man-made origin, 

transported fluids and the state of protective systems (external and internal coatings, inhibitor protection, etc.) 

[4]. 

Depending on the purpose of the pipeline, the method of its laying, the main negative factors of degrada-

tion and the risks associated with its operation, one or several types of information on the technical condition 

may be prioritized over others. 

Ensuring the efficient operation of ventilation systems is one of the main tasks that contribute to improv-

ing working conditions, increasing productivity, and minimizing industrial injuries. 

The effective operation of systems largely depends on high-quality and timely diagnostics. 

Diagnostics of ventilation systems can be carried out for the purpose of prevention, that is, to confirm the 

compliance or non-compliance of this ventilation system with the current regulatory and technical documents, 

to detect problems in the system, the purpose of which is to find out the cause of the problem and its subsequent 

elimination [5]. 

Today, there are two ways to service ventilation systems: a complete analysis of the structure, or diagnos-

tics is carried out using a device equipped with a camera and an air flow sensor, lowered into the ventilation 

shaft at a limited distance. 

The scope and content of diagnostic measures are regulated by the type of ventilation. There is supply, 

exhaust, supply and exhaust, duct ventilation systems and others. Supply and exhaust aeration is often used, 

since such a system must simultaneously supply fresh air and extract exhaust air. 

The method of diagnosing the state of ventilation implies the determination of such parameters as: ambi-

ent temperature, air flow rate of air masses, as well as humidity and air composition. 

The robotic complex is a set of electric drives for moving in all directions of the ventilation pipeline, as 

well as a set of sensors for the functioning of the data collection algorithm, such as: atmospheric pressure of 

the environment, air mass flow rate, air quality, temperature. 

The use of this robotic complex will make it possible to carry out diagnostic measures eliminating the 

need to dismantle ventilation systems, which in turn will allow to spend less resources, such as time, finances, 

man-hours, and will also provide the operator with the opportunity to supervise the diagnostic process re-

motely, which is significant and a priority factor in systems that are dangerous or difficult to reach for humans 

[6]. 

High humidity and high pressure are taken into account when designing the robot and choosing materials. 

The model was built in the SolidWorks environment and is shown in Figure 1. 
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2 SIMULATION 

Solid modeling begins with an analysis of the outer diameters of the ventilation ducts and the minimum 

diameter of the robot. The design of the housing takes into account the space for the actuators and the techno-

logical openings for the sensors and buttons. 

On the sides of the body there are 8 cutouts for retractable drives with wheels for movement. Technolog-

ical holes for wiring are made inside the crosspiece. The body covers are flat without a conical shape to increase 

aerodynamic properties. 

Since it is necessary to measure the speed of the air flow and its composition, it is impossible to allow the 

flow to envelop the body with less friction and a drop in speed. The body and covers are made symmetrically 

so that the operator can install and operate the robot in any position. 

The mechanisms for moving the robot inside the ventilation duct are shown in Figure 2, they combine a 

worm gear used to increase the length of the robot's leg, at the end of which a gear wheel is installed, which 

has a specific shape to minimize the size and weight of the robot, as well as end sensors. When unfolded, the 

wheel span reaches 440 mm. 

 

 

Fig. 1 General view of the unfolded robot 

 

 

Fig. 2 Unfolded state of the robot leg. 

The robot deployment process follows the following algorithm [12]: 

void go () { btca2a.ReadCommand();  

if (btca2a.ButtonPressed (BUTTON_L)){   

servo.write(180);  

DANGER = 1; delay (3000); }  

if (btca2a.ButtonPressed  

(BUTTON_R)){ servo.write(0);  

DANGER = 0; delay (3000); }  

If (btca2a.ButtonPressed (BUTTON_A) &&         DANGER=1){  

analogWrite(PIN_ IN1, 255);  

analogWrite(PIN_ IN3, 255);  

digitalWrite(PIN_ENA, 1);  

analogWrite(PIN_ IN2, 0);  

analogWrite(PIN_ IN4, 0);  

digitalWrite(PIN_ENB, 0);}  

The use of a gearbox makes it possible to supply an engine of lower power and dimensions, since the 

torque on the shaft will be increased inversely with the decrease in speed. To study aerodynamic properties, 

the package of add-ons SolidWorks Flow Simulation [7,8] is used. 

To study the air flow, its speed, pressure and temperature, additional plugs are created, which reduce the 

investigated volume and facilitate calculations [11]. 
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Fig. 3 Temperature Graph in Flow Simulation. 

According to the study presented in Figure 3, it can be seen that the increase in air temperature is insig-

nificant and at the peak is equal to 2 degrees. The movement of air shows that the maximum temperature rise 

occurs in the area of the wheels due to the absence of cutouts. 

Based on the results of the study [9,10] (Fig. 4), the pressure exerted on the robot does not exceed 160 

kPa or 1.6 atmospheric pressure.  

 

Fig. 4 Pressure Plot in Flow Simulation 

 

Fig. 5 Plot of air flow rate in Flow Simulation 
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The simulation results presented in Figure 5 showed that the highest speed value falls on the central part 

of the hull, where there are practically no obstacles and is equal to 4 m / s. Due to the swirl of air inside the 

case, a force appears that presses it against the upper wall of the ventilation duct. 

3 CONCLUSION 

Automation of the process of diagnostics of ventilation systems will increase economic efficiency, im-

prove working conditions, the introduction of such a robotic complex will allow collecting more voluminous 

and accurate data on the technical condition of ventilation systems, as well as minimizing human participation 

in diagnostic activities. 

The gradual introduction of cyber-physical systems into technological production processes already in the 

current production conditions will allow expanding markets and increasing the competitiveness of various 

sectors of the economy. Fundamentally new, breakthrough technologies should become instruments for such 

a transformation. This place will be taken by technologies such as: 3D printing, robotization, the Internet of 

things, digital platforms. 

Combining all these technologies within a single concept allows us to imagine the production of the fu-

ture: a fully integrated and optimized workflow with significantly increased efficiency, as well as the distance 

between man and machines in heavy production areas: complete replacement of man with machine labor, 

replacement of some of the simplest work positions with standard operations by robotic systems capable of 

independent interaction with each other in real time. 
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Abstract 

This paper proposes a technique for conducting experiments on a small number of devices to evaluate systems 

with a large number of devices. A software package for evaluating the functioning of LPWAN (Long Range 

Wide-Area Networks, LoRaWAN) networks is presented. An example of the operation of this software pack-

age in relation to the LoRaWAN network is shown to assess the probability of message delivery from the 

number of devices to the base station when implementing this technique. And also the conditions for the suc-

cessful reception of messages in the LoRaWAN network are determined, taking into account the overlap of 

messages from different terminal devices. This technique can be used to assess the efficiency of other LPWAN 

networks. 

Keywords: software, LPWAN, Packet delivery ratio, create model, analysis of experiments, describes the 

method, LoRa, Queueing Systems. 

 

INTRODUCTION 

The key parameter for assessing the efficiency of the system is the probability of successful delivery of 

packets from the number of end devices to the base station. To estimate this probability, both calculations in 

simplified models and the results of real experiments can be used. However, real experiments cannot be carried 

out on a large number of devices. This section describes a technique that allows using a real experiment to 

evaluate the operation of a real system in a ratio of 4: 1000, i.e. replacing with 4 end devices in the experiment 

1000 end devices of a real system. 

More details about the scenario are described in the next section. At the same time, using end devices of 

class A in the unacknowledged mode and an adaptive rate adjustment (ADR) mechanism for the purity of 

conducting experiments. Then the rationale for using this method to organize the experiment is carried out. 

The following is a description of the methodology and analysis of message overlaps. The results of experiments 

are presented. In conclusion, conclusions are drawn from the research carried out. 

LORAWAN TECHNOLOGY DESCRIPTION 

LoRaWAN network consists of one network server, one or more base stations and end devices. All data 

sent by the end device goes through the base station to the network server and vice versa. End devices, de-

pending on the state of the radio channel between them, can use one of several quasi-orthogonal spreading 

factors for communication. Essentially, choosing a quasi-orthogonal spreading factor allows the device to trade 

airtime (and hence power consumption) for range. End devices usually use an ALOHA-like media access 

mechanism, randomly choosing one of the supported network channels. In Europe, LoRaWAN networks are 

typically deployed in the unlicensed industrial, scientific and medical 868 MHz band. It is important to note 

that unlike many other LPWAN technologies, LoRaWAN networks can be deployed not only by telecom 

operators (so-called "public" networks), but also by private organizations and individuals (so-called "private" 

networks). 

Rationale for using an approach to organizing an experiment 

Let all end devices have the same SF, which is selected in such a way that, in the absence of overlaps, 

messages are successfully delivered to the base station. In this case, you can use the upper (formula (2)) and 

lower (formula (1)) bounds for the probability of successful delivery. 

   2
. ,   N t

mesPr T t e  (1) 
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where T is the length of the interval in which messages from other end devices did not appear. 

  . .   Nt
mesPr T t e  (2) 

It can be seen from formulas (1) and (2) that the product tNλ affects the probability of successful delivery. 

In real systems, the message transmission interval from one terminal device Tr. = 10 minutes can be used. 

Hence the intensity of message transmission λr. = 1/600. Within the framework of the system under study, real 

end devices should be Nr. = 10000, hence the product tNλ is equal to: 

 . . . 68700, r r rt N  (3) 

where tr. is the duration of the short burst is 4.12 · 10-4 s. (10 bytes) [1] 

These parameters of a real system meet the characteristics of the base station [2] and end devices. 

The experiment should reduce the retransmission time of messages and increase the length of the message. 

Taking into account the limitations of the configuring firmware and the characteristics of the end devices, the 

interval between the transmission of messages from one device Te. = 7 s. [1]. From this we obtain the intensity 

of message transmission λe. = 1/7, the number of end devices Ne. = 41. The values of the products tNλ for the 

experimental system and the real system should be approximately equal: 

 e. e. e. . . .,   r r rT N t N  (4) 

where te. is the duration of the long burst is 1.18 · 10-5 s. (64 bytes) [1]. 

Thus, simulating a large number of message overlaps in a real system, we obtain a ratio of one terminal 

device in the experimental system to the number of terminal devices in a real system of the order of approxi-

mately 4: 1000. 

Description of the methodology and analysis of message overlaps 

This technique will allow you to determine the conditions for successful reception for a scenario when 

the signal strength from all end devices is the same, and all end devices use the same SF. They are config-

ured according to the script from the first section. Where the uplink transmission period will be 7 seconds to 

obtain an intensity similar to that in real systems for a given number of endpoints. However, there is no way 

to simulate a fixed delay. A large number of end devices will increase the likelihood of overlapping mes-

sages in the channel, due to this, the results will be closer to the real system. As part of the experiments, we 

will assume that all end devices are located in the same radio conditions, since they are located close to each 

other. 

The message overlap analysis was performed in several stages: 

1. Obtaining a set of time stamps for each end device. Each timestamp indicates the end of reception of 

a transmission at the base station from a specific end device. 

2. Interpolation of the end time stamps of the transmission of messages that were not received at the base 

station. 

3. Search for each packet for the nearest packet by the time stamp value from the sets of successfully 

transmitted and interpolated packets. 

4. Checking the presence of the fact of intersection by the formula (5). If the difference between the 

values of the time of receiving the considered packet (T) and the packet closest to it (Ti) is less than the message 

transmission time (t), then an overlap has occurred. 

 .   i ix T T t  (5) 

5. Determination of the area of overlap by the difference in the values of the time of receiving packets. 

6. As a result, one of the counters of a certain area increases. The counter of not received messages is 

incremented if the packet in question was from the interpolated set. And vice versa, the counter of successfully 

received messages is increased if a packet from the set received from the base station was considered. 

EXPERIMENTAL RESULTS 

To test this technique, the following equipment was used: base station RisingHF Type: RHF2S008 [2] 

and Vega SI-11 - pulse counter [1]. As a result of experiments with the number of end devices on the order of 

20, a histogram of the group probability is obtained when only the first packet is transmitted. Figure 1 clearly 

shows the offset from zero to the right, since in this case the interfering packet was transmitted later. 
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Figure 1. Probability of successful delivery relative to the overlap site 

The results are close to the results from the following papers [3], [4]. The presence of zone 2 is primar-

ily due to the fact that after the start of packet transmission, the base station becomes inactive to receive new 

frames. As a result, packets are lost during 8/9 t. In one of the works [5], a similar statement is given. 

CONCLUSION 

The proposed model will clarify the theoretical formula for the probability of successful message deliv-

ery when two packets overlap for more network webs. 

In the future, it is planned to continue research to clarify the behavior of the network when overlapping 

more than two messages. Since the proposed methodology allows us to study the effect of overlapping mes-

sages from different end devices on the success of message reception by the base station. 

The proposed technique can be generalized to a more general scenario, when the signal strength from 

different end devices at the base station is different, which leads to the need to use different SF values for 

different end devices.  
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Abstract 

A SEM image processing method to derive properties of an ensemble of nanoparticles on various substrates is 

presented. This method allows determining the number and size distribution of nanoparticles. Method is based 

on precise analysis of shades grade and additional tools. Derived distributions allow assessing the impact of 

different modifications on nanoparticle transformation. 

Introduction 

The assembly of functional nanomaterials using bottom-up techniques for controlling the patterns of the 

nanomaterials, is extremely useful in many micro and nanoscale electronic, optical and biological applications. 

The patterning of nanoparticles, apart from fabrication techniques, relies on the selected substrate and the 

interaction of nanoparticles with the substrate. One of the popular techniques to form metallic nanoparticles 

on substrates is via dewetting of metallic thin films, which has gained much attention due to their novel phys-

ical and chemical properties [1-4]. The average size and separation of metal nanoislands can be moderately 

controlled with the initial thickness of a thin metal film [5]. 

To analyze a structure of nanoparticles on a surface, it is necessary to estimate the size and number of 

different particles. Scanning electron microscopy (SEM) is widely utilized to study structure and peculiarities 

in the sub-micro scale. If there are several particles appear in the SEM image, their number and size can be 

derived manually, but in the case there are a large number of particles, manual counting will take waste of 

time. On the other hand, counting the number of gold particles and deriving their size distribution are regular 

enough problems to automate this routine process. Indeed, in some cases it also could be impossible to find 

separated nanoparticles in the image. In such a case, that for example frequently appear during deposition of 

thin gold layer on different substrates, sample surface looks like a blanket with some cut gaps. In this case, 

particle counting cannot be performed due to the absence of the particles themselves. Of the most imterest is 

a variant of the surface of film in the form of separated islands. Analyzing this kind of islands seems to be the 

most difficult task among mentioned above, as information on the size distribution of particles is important to 

study various phenomena related to thin film formation and transformation processes. For example, this way 

one could investigate the effect of temperature [6] or ion-beam irradiation parameters [7, 8] on thin film 

dewetting on various substrates. This contribution describes the simple and robust way to analyze properties 

of nanoparticle distribution appears on various substrates using SEM image analysis. 

Methods 

Let us consider the way to analyze nanoparticle features as revealed by SEM investigation. For processing, 

we will use the Image pro plus software package [9]. This package allows some methods to separate and count 

particles while varying the parameters by which it separates particles from the background and from each 

other. We will discuss automation technique that allows make meaningful analysis rapidly. As an example, an 

image taken from a sample on the surface, on which silicon nitride and gold are deposited in layers, after 

irradiation with a dose of 10-14 cm-2, will be processed further. 

First let us briefly describe possible features that could appear in the SEM images. Fig. 1 presents typical 

images obtained from different gold nanoparticles deposited onto the Si surface. Fig. 1 (a), and (b) presents 

separated large and small particles as bright spots. They are bright due to strong secondary electron emission 

form gold in compare to silicon substrate. Gold film in the Fig.1 (c) is not fully separated, as it happens in the 

case of relatively thick deposited layers. Indeed, nanoparticles are not formed in this case, but covered fraction 

can be a measured parameter. On the other hand, one can distinguish separated islands in the Fig.1 (d), where 

gold layer is of intermediate thickness. 
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Figure 1. Various types of gold nanoparticles deposited 

onto the surface of Si. 

 

 

Figure 2.Choice of gray level threshold made to 

compose the mask and the number of pixels of 

this shade. 

 

The following is an algorithm derived to select processing parameters. Processing is based on the infor-

mation that silicon (silicon nitride or other substrate) in the electron microscopy image will looks darker, since 

it emits much less secondary electrons compare to gold, which will be bright. Therefore, for the nanoparticle 

analysis, we will choose the counting of white particles (Fig. 2). Figure 2 shows the pixel number distribution 

vs. their shade within the digital range from 0 to 255. It is seen from the Fig. 2 that pixel distribution is bi-

modal with one (bright) peak corresponding to areas occupied by nanoparticles, whereas second (dark) com-

prise pixels reflecting uncoated substrate surface. The problem is how to distinguish the threshold value that 

corresponds to boundaries of nanoparticles. It is obvious that it is situated in between these peaks. Green area 

in the Fig.2 denotes the part of distribution that will be masked as particles. The tool shown in the Fig. 2 let 

user edit boundaries of the pixel color that will correspond to a nanoparticle by choosing corresponding win-

dow position and width. After window selection, image will be automatically divided into particles. However, 

automatic mask application raises various defects. Below we will discuss possible defects and ways to solve 

them. 

For example, there is often a case when particles of the selected brightness are not covered by the mask 

(fig.3a). This problem can be solved by proper changing the boundaries of the shade of the mask in the mon-

ochromatic case (fig. 2).  

 

a                                    b                                          c 

 

Figure 3. Masks applied onto SEM images for particle number and shape analysis. Mask composed with 

missing nanoparticles (a), good mask (b), and mask drawing extra-boundaries (c) overestimating number of 

nanoparticles.  

Also, this problem can be caused by a shift in the grain counting boundary (fig. 4). In addition to changing 

the boundaries, you can see the particle size distribution in this dialog box. This option allows you to exclude 

large debris or small image ripples from the particle count. 
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Figure 5.window for setting the size of particles included in the mask. 

Problem that is illustrated by the Fig. 3b is associated with the difficulty of determining the boundaries of 

particles that are not separated from each other at a short distance. To solve this problem, the split tab has a 

ridge size option that determines the radius of the circle. If this circle does not fit on the edge of the particle, 

then the program outlines the border, the lower the value of this parameter, the smaller the connection of two 

particles is enough to recognize them as one particle. In figure 3 b and c, you can look at mask area, but with 

different values of the ridge size parameter (fig.3b ridge size 1, fig.3c ridge size 50). After selecting all these 

parameters, this software package allows you to export data in table format about grain size in pixels. After 

recalculation, this data can be used to build distributions and analyze result. 

For further analysis, it is necessary to take into account the size of the image and the size of the individual 

pixel. Below you can see an example of the finished processing of SEM images of folding samples with a gold 

film at various temperatures in the atmosphere, figure 6. 
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Figure 6.Size distribution of gold particles upon annealing in the atmosphere at different temperatures, the 

thickness of the gold layer is 1nm. 

In addition, this method allows us to notice the difference in the degree of influence of various methods 

of obtaining nanoparticles from thin films (fig.6, fig.7). In Figure 6, you can see from the distribution that at 

250 degrees there are a large number of small nanoparticles. Annealing temperatures up to 350 and 450 degrees 

lead to a smoother distribution. This is to say that the nanoparticles are assembled into rather large nanoparti-

cles, but the sizes of the particles are different and modes cannot be distinguished. A further increase to 550 

results in the return of the distribution of a large number of small nanoparticles.   
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Figure 7. The number of particles of various sizes before (closed black symbols) and after (open colored 

symbols) irradiation with accelerated PF4 ions to different fluences, as indicated in the legend. 

Figure 7 shows graphs of the size distribution of gold nanoparticles on a polymethylmethacrylate substrate 

before and after irradiation with different doses. It can be seen that the particle distribution has a clear peak 

before irradiation. The particle distribution is smoothed out after irradiation with a lower dose. By increasing 

the dose, the distribution will shift to the left, gradually increasing the peak. This suggests that irradiation with 

PF4 ions leads to the modification of the initial layer depending on the dose. 

Conclusions 

In conclusion, the way to process SEM image in order to study ensemble of nanoparticles on various 

substrates is developed. This processing technique makes it possible to determine the distribution of metal 

nanoparticles on various types of substrates. The method is based on careful analysis of applied mask param-

eters with possibility of manual correction. This routine allows to obtain information on the size and number 

of nanoparticles and to estimate the parameters of their ensemble. The use of this technique makes it possible 

to study the effect of radiation, temperature, and other parameters on nanoparticle ensemble from thin metal 

films. 
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Annotation 

The aim of the work is to increase the efficiency of functioning of safety systems for early detection of fires. 

A structural diagram of an early fire detection system based on an analysis of spatial characteristics of speckle 

patterns in interaction with a thermal convective flow is proposed. Experimental studies have been carried out 

to measure the spatial characteristics of speckle patterns when interacting with a thermal convective flow from 

a candle flame. Measurement of the spatial characteristics of the beams was performed using a CCD camera 

and special software for the analysis of optical beams BeamGage. 

Keywords: fire detector, heat convective flow, speckle pattern, optical beam, fire. 

INTRODUCTION 

Currently, domestic and foreign industry produces a wide range of technical means (detectors) for detect-

ing fires. Most often, smoke detectors are used in fire systems, the principle of which is based on the detection 

of scattered optical radiation on smoke particles in the detector chamber. Unfortunately, the actuation of such 

fire detectors occurs at the moment when the fire center reaches a serious size. 

Meanwhile, it is generally accepted that the earliest signs of the onset of ignition are the appearance of a 

thermal convective flow and carbon monoxide CO. Thermal convective flow occurs already at the stage of 

smoldering, therefore it is timely registration makes it possible to detect the beginning of a fire as quickly as 

possible and prevent serious material damage and, possibly, save human lives. 

At the same time, it should be noted that at the moment there are no developed and widely used technical 

means capable of detecting the presence of a thermal convective flow. One of the promising in this direction 

is the use of fiber-optic technologies [1,2], which is due to several factors. First, fiber optic sensors are immune 

to electromagnetic interference. Secondly, the fiber-optic sensors themselves are absolutely explosion-proof, 

and the processing unit containing live parts can be removed a considerable distance from the monitored object, 

measured in kilometers. The use of suck systems is especially important at explosive facilities and industries 

[3]. The paper proposes a system based on a multimode optical fiber, which is capable of responding to changes 

in the spatial characteristics of optical radiating emerging from the end of the fiber when radiation propagates 

through a thermal convective flow. 

1. STRUCTURAL DIAGRAM OF THE SYSTEM 

Thermal convective flow [4] from a glowing object is a random distribution of the density of the medium 

in the field of action of mass forces, which leads to the movement of the medium and convection. With natural 

convection of air, gravity and buoyancy force act on its molecules, while in artificial convection of air, it is 

carried out with the help of a fan. The efficiency of convective heat transfer is determined by the particle 

velocity, temperature gradient, object surface area, and thermal properties of the environment. 

Due to the fact that a random change in the refractive index of air is observed in the space of a convective 

flow from a glowing object, it should be expected that the laser beam will undergo random changes in spatial 

characteristics. 

In order to detect fluctuations in beam changes, it is proposed to use a beam with a non-uniform distribution 

of intensity along the profile, so that changes in spatial characteristics are manifested even more strongly. A 

collimated beam from the end of a multimode optical fiber is suitable for these purposes. It is known that the 

field at the end of a multimode optical fiber is a speckled structure (speckle pattern) [5], which arises due to the 

peculiarities of the formation of guided modes in the drawing. An example of such a speckle pattern is shown in 

Figure 1.  
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Figure 2 shows a block diagram of a system for detecting a thermal convective flow based on a multimode 

optical fiber. 

 

Figure 1 – Speckle pattern at the 
end of a multimode optical fiber 

 

 

Figure 2 - Block diagram of the system for detecting thermal 
convective flow 

 

 

The system includes: 

1. Laser; 

2. A system for introducing radiation into an optical fiber, 

3. Multimode optical fiber; 

4. System for the formation of a collimated beam with a speckle pattern; 

5. System of registration of spatial characteristics of speckle-picture; 

6. Processing unit; 

7. Block for issuing an alarm. 

The system works as follows. The laser emitter can operate in both continuous and pulsed (to reduce 

power consumption) mode. The system for inputting radiation into an optical fiber is designed to efficiently 

input radiation into a multimode optical fiber and reduce energy losses. At the exit from the multimode fiber, 

a diverging beam is formed within the numerical aperture of the fiber; therefore, the purpose of the collimated 

beam formation system is to form a weakly divergent laser beam that propagates along the controlled space. 

The system for recording spatial characteristics is a CCD matrix that allows you to analyze the spatial distri-

bution of the beam in two coordinates. The processing unit is designed to process the signals of the CCD matrix 

and generate an alarm signal that is displayed to the operator or transmitted to the fire warning system in one 

form or another. 

2. EXPERIMENTAL RESULTS 

To confirm the idea of registering changes in the spatial characteristics of speckle patterns when interact-

ing with a thermal convective flow, a full-scale laboratory experiment was carried out. The laboratory layout 

for experimental research is shown in Figure 3. 

 

 

Figure 3 - Laboratory layout of an early fire detection system 

1 - Laser LGN-214 with a wavelength of 632 nm; 

2 - Collecting lens with a focal length of 110 mm; 
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3 - Multimode fiber; 

4 - 4X Beam Reducer; 

5 - Ophir SP928 CCD camera; 

6,7 - Personal computer with installed BeamGage software. 

An LGN-214 laser with a wavelength of 632 nm was used in the experimental setup. The formed beam 

from the laser enters a converging lens in order to efficiently introduce radiation into the multimode optical 

fiber. As a result, a speckle pattern was formed at the exit from the multimode optical fiber. The 4X Beam 

Reducer is designed to match the beam with the aperture of the Ophir SP928 CCD camera. The CCD camera 

transmits the acquired data to a PC with BeamGage software installed to analyze the spatial characteristics of 

the resulting speckle pattern. 

The experiment was as follows. 

Initially, the spatial characteristics of the speckle pattern were recorded in the absence of a thermal con-

vective flow. For this purpose, speckle painting was registered for 30 seconds. The observation results showed 

that in the absence of external influences, the speckle pattern changes little. Minor changes in the speckle 

pattern are due to the instability of the laser source. 

Then, a candle flame was placed in the space between the output end of the fiber and the 4X beam reducer 

to create a thermal convective flow. As a result, a significant tremor of the speckle pattern was observed on 

the monitor screen, caused by a random change in the refractive index of the air due to the thermal convective 

flow. 

As a result, a jitter of the speckle pattern was observed, as shown in Figure 4. 
 

а)

 

b)

 

Figure 4 - Speckle patterns in the absence (a) and in the presence of a thermal convective flow (b) 

Figure 4 (a) shows the spatial characteristics of the speckle pattern from the laser with an interval of 1 s 

in the absence of a heat flux. Figure 4 (b) shows the characteristics of the speckle pattern when a candle is lit 

and a heat convective flow is formed with the same interval. 

As can be seen from the experimental results, when a thermal convective flow interacts with a laser beam 

from the end of a multimode optical fiber, strong measurements of spatial characteristics are observed, which 

can be recognized as the onset of ignition with appropriate processing of the received signals. 
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CONCLUSION 

In almost any modern production, explosive zones are identified, the possibility of an explosion in which 

appears in the event of a violation of the technological process, in an accident, etc. Explosive zones include 

paint and varnish shops, warehouses for explosives, fuels and lubricants, flour and tobacco production. One of 

the most urgent tasks of fire protection is also the protection of objects with an increased level of radiation and 

the presence of aggressive chemical environments. The protection of such objects from fires requires the de-

velopment of new and improved technical means of detecting fires. 

The paper considers the issue of the possibility of early detection of fire based on the registration of the 

thermal convective flow. It is shown that the method of registering changes in the spatial characteristics of 

speckle patterns upon interaction with a thermal convective flow is effective, which is confirmed by the results 

of the experiment. A distinctive advantage of the proposed system is its absolute explosion safety, since there 

are no open current-carrying elements within the controlled space. 
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Abstract 

The article presents a technical solution for the development of an automated 3D plastic processing plant, 

describes the technological aspects of the processes of grinding and dry separation of the automated plant, as 

well as issues related to the problem of controlling different-dispersed granules. 

Keywords: accounting for geometric dimensions, fine granules, separation of 3D plastic, processing of 3D 

plastic. 

 

3D printing covers an increasingly large segment of both the Russian and global markets. The demand 

for 3D technologies in industrial enterprises is increasing, it is being put into commercial operation, and com-

panies are actively expanding the range of printed products. The level of 3D printing penetration varies from 

industry to industry and depends on the advantages that additive technologies bring to the point segments of 

the market, as well as on the barriers to their operation (Figure 1). [8] 

 

 

Figure 1-Industry structure of the Russian AP technology market, 2020. 

The impetus for a new scientific and technical level of additive manufacturing is possible through the 

formation of a preventive attitude to the environmental policy in the field of plastic processing for budget and 

educational organizations and the creation of a pilot product for testing the model of small-scale production. 

It is also necessary to test the hypothesis of the susceptibility and understanding of the need to process defective 

3D parts in order to iteratively use and save the financial budget of educational institutions. 

The work was based on the task of learning how to recycle 3D plastic that has worked out its life span, or 

models with defects and design flaws, in order to reuse it, it must be melted and get the original plastic and be 

able to sell it again. 

Either these are the models that did not work out, they were defective, with some design flaws, or unsuc-

cessful copies. Or there were some staccato lines of materials that need to be overpaid and an object created in 

a new way, only with a single structure, i.e. the secondary use of plastic [7]. 

A market analysis was conducted, which showed that additive technologies are in trend and are mainly 

purchased by budget organizations: universities, schools, colleges. Since these organizations have a constant 
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mass educational activity, it turns out that when people learn to work with 3 D printers, they often have a large 

amount of waste, which means that this installation would be useful for them [6]. 

Table 1- 

Market analysis 

Organizations Total 10% 5% 

Grammar school 76 7,6 3,8 

Lyceums 48 4,8 2,4 

Schools 525 52,5 26,2 

Cadet School 10 1,0 0,5 

Academies 5 2,5 0,25 

College 12 1,2 0,6 

University 67 6,7 3,35 

Radio-electronic industry 85 8,5 4,25 

Manufacture of electrical, electronic and optical equipment 139 13,9 6,95 

Production of machinery and equipment 85  8,5 4,25 

Metallurgical production and production of finished metal prod-

ucts 
68  6,8 3,4 

Production of vehicles and equipment 48  4,8 2,4 

Chemical production 32  3,2 1,6 

Textile and clothing manufacturing 22  2,2 1,1 

Manufacture of rubber and plastic products 14  1,4 0,7 

Scientific research institutes 75 7,5 3,75 

 

The aim of the work is to create a pilot prototype of a recycling plant to meet requests for the secondary 

use of ABS and PLA plastic (Fig. 2). 

The presented technical solution allows you to significantly reduce the consumption of ABS and PLA 

plastic by not only reusing defective products obtained by disrupting the technological process of additive 

manufacturing, but also converting unused products that perform the function of exhibition samples and are 

not used during operation [2]. 

The grinding process is carried out using a shredder (shredder), due to the small overall dimensions of the 

installation, therefore, unlike a crusher, the shredder cannot grind the polymer to the desired fraction, since it 

tears a piece of polymer to large fractions, and therefore after the crushing process, the polymer must be re-

crushed [4]. 

For this reason, the automated 3D plastic recycling plant includes a special separation unit, which has a 

fraction size ranging from 2-5 mm and [3], therefore, only fine granules of crushed plastic pass through the 

separation mechanism. In order to re-grind larger pellets, it is necessary to conduct an extraction pipe to the 

outer part of the unit housing at the level of the separating mechanism. This will allow the large pellets to be 

moved into the socket for recycling by the shredder using a strong air flow [1]. 
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Figure 2-Block diagram of the node operation 

The development of a prototype of a processing plant will reduce the costs of budget-funded educational 

and scientific-technical organizations in educational processes and scientific research processes in the study of 

the applicability of additive technologies. Such elements are widely used in both small-scale and large-scale 

production, products and assembly units, which are both homogeneous products and components of assembled 

products [5, 6]. 
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Abstract 

In this paper, we study frequency-modulated signals, namely LFM and LFM signals, their properties, methods 

of modeling and processing. A comparative analysis of the compression characteristics of LFM and LFM 

signals obtained during modeling is presented. The expediency of using low frequency signals as the most 

promising ones is shown. 

Keywords: linear frequency modulation signals, nonlinear frequency modulation signals, radar, detection sys-

tems. 

INTRODUCTION 

At present, in the interests of increasing the noise immunity of radar systems and data transmission sys-

tems, methods of compression of broadband signals are widely used. 

Today, many broadband signals are known that are modulated either in amplitude, or in frequency, or in 

phase, or simultaneously in several parameters simultaneously. The main broadband signals used in practice 

are signals with frequency (FM) [1-4] or phase modulation (PM) [5-11].  

In fig. 1 shows the varieties of wideband signals, namely FM and PM signals. Frequency modulation of 

a signal is subdivided into linear frequency modulation (LFM), nonlinear frequency modulation (LFM), as 

well as discrete-coded signal frequency modulation (DKCHS Costas).  

 

Figure 1 – Types of broadband signals  
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With regard to phase modulation of a signal, the main codes used are Barker sequences, m-sequences, 

and polyphase coding. Broadband signals based on Barker codes are subdivided into binary coding and nested 

Barker code constructs, as well as m-sequences. Multiphase signal coding is based on Frank codes, P1, P2, P3 

and P4 codes [11]. 

Linear and nonlinear FM signals are widely used in radio detection systems for various purposes. The use 

of FM signals in radar systems allows for joint measurement of the range and speed of objects. A number of 

Doppler channels are required to use FM signals in a radar. To increase the resolution of object parameters, 

one can use signals consisting of a number of different FM signals, pulse sequences of FM signals with chang-

ing modulation parameters in individual pulses, adaptive FM signals, the parameters of which change depend-

ing on the situation, for example, depending on the range. to the goal.  

When comparing the compression characteristics of wideband signals, particular attention is paid to the 

following factors:  

1) Doppler frequency offset range;  

2) sidelobe level on the time scale;  

3) common factors. 

In this paper, we investigate in more detail the characteristics of precisely frequency-modulated signals, 

as they are most often applicable in modern radar detection systems [1-4]. 

To solve the problem of studying the compression characteristics of broadband frequency-modulated sig-

nals, it is necessary to highlight its main characteristics, simulate the FM signals of all types and evaluate their 

correlation characteristics.  

Statement of the problem 

The main characteristics of FM signals when solving a specific detection problem [12-14] are the follow-

ing:  

  the ratio of the peak of the autocorrelation function (ACF) to the maximum side lobe in absolute 

value; 

 width of the main lobe of the ACF at the level of -3dB; 

 loss in signal-to-noise ratio is minimal;  

 low sensitivity to Doppler shifts, to signal shifts relative to the ADC sampling times, to additional 

noise caused by jitter of the ADC clock signal front, to spectral overlap during analog-to-digital signal con-

version.   

In this paper, we will consider the algorithms for modeling LFM and NLFM signals, and also consider 

the methods of their processing in the time and frequency domains [6, 10, 11, 15-17]. Let's carry out a com-

parative analysis to identify the features of each of them. 

LFM and NFM signals 

Currently, algorithms and devices for processing signals with frequency modulation are known, in which 

the frequency changes according to one of two options: LFM or NLFM. 

Let's consider each of them in more detail. 

 

а. Linear frequency modulated signals 

The linear frequency signal model can be represented by the expression: 

 2
0( ) cos(2 / )       cs t A f t B t   (1) 

where A is the signal amplitude, В – is the pulse bandwidth,  –  is the pulse duration and 0  – s the initial 

phase.  

The signal model and spectrum of a typical linear frequency modulated pulse are set as follows. The pulse 

duration is 1 μs and the carrier frequency is 1.25 GHz. Figure 2 shows a chirp pulse with a linearly increasing 

frequency. 
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Figure 2 – LFM-signal Figure 3 – Compressed – LFM-signal 

Such signals are widely used in detection and data transmission systems.. 

b. Nonlinear frequency modulated signals

However, practice shows that when using radar one has to deal with nonlinear frequency modulation, in

which the modulation law can be described by various nonlinear functions. 

Non-linear frequency modulated signals have several distinct advantages over chirp signals. They do not 

need to be weighted in the frequency domain to reduce the side-lobe level over the time scale, since the fre-

quency modulation of the signal must provide the desired spectral shape giving the required time-scale side 

lobe level after compression. Such formation is carried out by an increase in the slope of frequency modulation 

at the edges of the pulse and a decrease in its central part. 

For a sinusoidal signal, the relationship between time and frequency modulation is expressed as follows: 

sin(2 / )
2

  


t f k
f B

T B
  (2) 

where T is the pulse duration, B is the frequency deviation, k is the sidelobe level control factor over time. 

Consider a signal with nonlinear frequency modulation, the change of which in time is subject to a sinus-

oidal law (Fig. 4). 

Figure 4 – NLFM-signal Figure 5 – Compressed – NLFM-signal 
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Comparative analysis of experimental results 

As a result of modeling two types of FM signals, they were compared for evaluating the characteristics 

of the compression of the signals presented in Figures 2 and 4. In this case, the compression process of the 

modulated FM signal can be carried out in the time and frequency domain as follows (Fig. 6).  

 

Figure 6 - a-digital pulse compression processor in the time domain; b-digital pulse compression processor 

in the frequency domain; DFT-discrete Fourier transform 

The pulse compression procedure in the time domain is a linear convolution operation between the mod-

ulated pulse received by the receiver and its copy. 

Linear convolution in the time domain is equivalent to multiplication in the frequency domain. In this 

case, it is advisable to use the fast Fourier transform to increase the speed of the computation process. 

Step 1. Calculate the spectrum of the modulated signal transmitted over the communication channel and 

its copy by applying the Fourier transform operation to them. 

Step 2. The operation (multiplicative, complex) multiplication between the spectra calculated at the first 

step is performed. 

Step 3. The pulse is compressed by applying the inverse Fourier transform to the result of the multiplica-

tion of the spectra at step 2. 

The result of the compression of the FM signal is shown in Figures 3, 5, in which it is clearly possible to 

distinguish against the background of noise a narrow pulse obtained after the compression algorithm.  

Table 1 shows the results of a comparative analysis of the compression characteristics of LFM and NLFM 

pulses, on the basis of which it can be concluded that the latter are superior..  

Table 1  

Comparative analysis of the compression characteristics of chirp and low frequency pulses 

Modulation type Target radial 

speed (m / s) 

Maximum side-

lobe level over 

time (dB) 

Average side-

lobe level over 

time (dB) 

Filter Mismatch Loss 

(dB) 

LFM +- 300 -13.32 -36.59 0.024 

NLFM +- 300 -26.07 -47.99 0.038 
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Thus, using the FM signal compression algorithm, it is possible to separate the transmitted information 

between the receiver and transmitter from noise.. 

CONCLUSION 

As a result of the work done, the LFM and LFM signals were studied, the patterns of their various param-

eters from time to time, when simulating the signals. The advantages of LFM signals in signal transmission 

were also identified, due to the clear difference between the useful signal and the noise after filtering the signal. 
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