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Sincerely, 
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On behalf of ISA, I extend congratulations to the ISA Russia Section and the St. Petersburg State 
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ropean Student Paper Competition.  
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competitions like this. These papers also display the level of these talented individuals who will 
be shaping the processes that will enhance our lifestyle in the future 
 
The papers published in this volume, selected by the advisory committee, represent the best con-
tributions from among an excellent group of papers. The students who committed their time to 
prepare a paper should be very proud to be selected for this publication. 
 
To the lecturers you are also playing an important part in shaping the future and you should feel 
very proud of the standard that is visible in this publication. Whichever career path the students 
choose, we hope ISA will continue to play an important role in their continuing education and 
professional development 
 
On behalf of ISA may I extend my best wishes to all students and attendees in the 2014 ISA Eu-
ropean Student Paper Competition.  
 
Sincerely, 
 
Brian J. Curtis 
ISA District 12 Vice-President     
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I would like to extend congratulations to the ISA Russia Section, ISA District 12, Indiana State 
University (ISU), and the St. Petersburg State University of Aerospace Instrumentation (SUAI) 
for successfully organizing the Tenth ISA European Student Paper Competition. This interna-
tional forum has become one of the foremost conferences in the world. 
 
As an education and member of ISA for almost 30 years, I continue to appreciate the sharing of 
technical information by students and faculty members. This global sharing will serve to help 
advance the technical knowledge base and help in the global collaboration of ideas. I always 
look forward to having the opportunity to share with students the amazing challenges and per-
sonal rewards that a life in automation can bring. ISA is honored to have the opportunity to nur-
ture the next generation of automation professionals. 
 
Indiana State University and the International Society of Automation look forward to our contin-
ued relationship between the Russia Section, District 12, and SUAI.  Through distance learning 
classes on project management and ongoing international forums, we are developing new under-
standings in the technical, cultural, and personal arenas. 
 
Congratulations to those who have developed papers for this volume and to the advisory com-
mittee who have the difficult task of making paper selections. 
 
Sincerely,  
 
Gerald W. Cockrell                                             
 ISA Former President (2009) 
Professor Emeritus(ISU)    
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Abstracts 

The technique of an assessment of loading of 
freight cars on the basis of use fiber-optical sensors is 
considered. Techniques of calculation of normalizing 
parameters of the sensors depending on speed of 
movement of the car and its weight are given. 

 
 

I. TECHNIQUE OF USE OF THE FIBER 
SENSOR AS THE MEASURING PAN-
EL 

 
Passage wagon wheels over optical fiber sensor 

(OFS) leads to a reduction of the laser luminous flux 
radiation passing through a OFS. Block diagram 
shown in Fig. 1. 

 
 
 
 
 
 
 
 
Fig. 1. Block diagram of the optical fiber sensor 
 

Emission of semiconductor laser or LED (SL) 
passes through an optical fiber (OF), part of which is 
located in the Force Measuring Panel (FMP). FMP is 
an analogue of under-rail pad, inside it is located OF. 
A second end of OF connected to the optical-
electronic converter (OEC) for generating an electrical 
signal whose amplitude is proportional to the light 
flux at the entrance of the OEC. 

In general we can assume that the value of the 
output signal is determined by changes of coefficient 
OFS (Uout) transmittance of light flux OF (KOF): 

( )=OUT OFU f K . 
In this case KOF value proportional to the force 

applied to the FMP and leads to a change in the opti-
cal properties of OF. 

Sensor [3] gives the following dependence of 
the OFS output signal from the applied force (fig. 2). 

 

 
 

Fig. 2. Dependence of output voltage of the sensor  
from the applied force 

 
It should be noted that the characteristics of 

OFS in figure 2 is illustrative, demonstrating the pow-
er of OFS, and cannot be used to calibrate OFS. 

To determine the dependence of the OFS out-
put signal from the attached static load was carried out 
laboratory experiments by applying a calibrated load 
to the FMP with using complex for force measuring 
sensors calibration (fig. 3) 

  

SL 

OEC 
OF 

FMP 
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Fig. 3. Calibration complex of measuring sensors 
 

 
Installation allows adjusting the force applied 

to the FMP in the range of 2 to 2000 kN with a rela-
tive error of 0.001. To calibrate OFS the force was 
varied discretely in the range from 50 to 450 kN. Fig-
ure 4 is a graph of OFS output voltage when loading 
and unloading FMP. 

 

 
 

Fig. 4. Change of output tension under loading 
 

 
The horizontal axis in figure 4 shows the time 

in seconds and the vertical – the output voltage of 
OEC OFS UOUT in volts. The maximum deviation of 
the output signal at a load of 450 kN was 2.28 V. UOUT 
dependence on the applied load is shown in figure 5. 

 

 
 

Fig. 5. Dependence of output voltage on the enclosed loading 
The data obtained show almost linear depend-

ence UOUT in load range from 50 to 450 kN, which 

differs from the OFS manufacturer data according to 
which the linear portion of the output signal OFS ends 
with a load of about 100 kN. 

It is noted that in experimental conditions force 
transmitted to OFS through a thick metal plate, and 
the sensor is lying on the solid support (Fig. 3b). 
Therefore, we can assume that the OFS was placed 
between two rigid bodies, which differs substantially 
from the use of the OFS at its finding between rail and 
sleeper. 

One of the main characteristics of the railway 
track is stiffness. Under the stiffness understood the 
ratio corresponding force to the railhead (vertical, hor-
izontal) to deflection at the point of application of 
force deflection in vertical or transverse horizontal 
plane. Stiffness influences the maximum amount of 
deflection of the rail under load, on the characteristics 
of the oscillations arising in the ballast bed, and the 
force acting from the sleeper to the OFS located be-
tween rail and sleeper. 

Until the moment when the system “ballast bed 
– sleeper” will reach the limit of elasticity exist differ-
ence force acting on the OFS from rail side and the 
reaction force of support determined by the stiffness 
of the system “ballast bed – sleeper”. Whereby the 
output signal OFS in real conditions will almost al-
ways less than in experimental conditions. The less 
stiffness of the railway track the greater is the differ-
ence. 

As part of this work was not intended research 
stiffness of railway track, so to calibrate OFS was se-
lected method using a formulation with known axle 
load. 

To calibrate the output OFS signals was carried 
out experiment by using the test railway equipment, 
which consisted of a locomotive TGM-4 (axles – 4, 
total weight – 78.6 tons, axle load – 19.65 tons, the 
average load on each wheel – 9.82 tons) and the emp-
ty car (axles – 4, total weight – 22.85 tons, axle load – 
5.57 tons, the average load on each wheel – 2.29 tons). 

Test railway equipment made four cycles of 
transits through the measuring section. Each cycle 
consisted of a drive in the forward direction with ve-
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locities 20, 30, 40 and 55 km/h and travel in the oppo-
site direction at a speed of about 30 km/h. And since 
when traveling in the opposite direction locomotive is 
moving behind the car, then the side of the locomotive 
relative to established OFS has not changed (each 
wheel was driving in the forward and backward direc-
tion through the same OFS). 

As all wheelsets were out of wheel tread de-
fects then the results of the experiment was supposed: 

– to determine the ability of the total calibra-
tion of OFS for assess the weight of cars and axle 
load; 

– to assess the possibility of using OFS for 
detecting uneven wagon load; 

– to determine the dependence of the output 
signal OFS from the train speed. 

Figure 6 shows the output signals of the seven 
OFS installed on successive sleepers when driving at a 
speed of about 30 km/h. 

 

 
a 
 

 
b 
 

Fig.6. The output voltage of sensors at a speed of 30 km/h 
 
In figure 6a moved in the forward direction 

(locomotive in front), and figure 6b – in reverse (car 
behind the locomotive). 

The obtained dependences allow to allocate 
moments when axes passing through each OFS, and to 
evaluate the difference between the signals from the 
locomotive, which is comparable to the weight of the 
loaded car, and the empty car. 

However it's clearly seen that the maximum 
values of the output signals of different OFS in corre-
sponding to moment when axis passing directly over 
OFS differ in size by more than two times. 

As OFS have identical characteristics tested in 
the laboratory on the absolutely rigid basis, so the rea-
son for this signal difference amplitude can be only 
differences of stiffness parameters of the system “rail-
sleeper-ballast bed” in the installation of each OFS. 
Indeed, it was visually noticeable elastic deflection of 
rail with the amplitude of tens of millimeters. The 
reason for such large fluctuations is the lack of rigidity 
of the rail ballast bed, leading to the OFS “hypersensi-
tivity” relative to the value of maximum elastic deflec-
tion of the rail on each of the sleepers. 

In accordance with “Requirements to the loca-
tion of the system to control vertical dynamic loads 

(SCVDL) based on optical fiber sensors” tamping 
should be done as “deviations from the specified size 
in the profile railway track distances when moving 
trains do not exceed 10 mm, and in locations of floor 
units measuring devices less than 5 mm”. Failure to 
meet these requirements leads to a significant differ-
ence between the amplitude of OFS. 

At the same time we should recognize that to 
achieve the lack of variations in stiffness of the “rail-
sleeper-ballast bed” under actual operating conditions 
of railway track is impossible. So one of the challeng-
es of designing OFS signal processing algorithms is 
the introduction normalizing multiplicative coeffi-
cients for each OFS. 

Figure 6 is clearly seen the presence of high-
frequency noise signal from each sensor, so to elimi-
nate their influence in the calculation of the normaliz-
ing coefficient was produced  smoothing of signal by 
using the algorithm “sliding window” duration of 5 
milliseconds. Maximum values of “smoothed” output 
OFS signals given in table 1. 

Total number of OFS during the experiment 
was 18, of which 7 OFS numbered from 0 to 6 were 
installed under the left rail, and 11 numbered from 11 
to 21 – under the right rail. Thus OFS numbers in one 
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and the same sleeper are differ on 11, i.e. OFS with 
numbers 0 and 11 are arranged on a sleeper ordinal 
number 0 under the left and right rails, respectively. In 
order to simplify the analysis in the table shows the 
average values of the maximum OFS signal, and aver-

aging was performed to change the speed in incre-
ments of 10 km/h, regardless of the direction of mo-
tion.  

Table 1 shows the maximum values of the out-
put OFS signals for different axes.  

 
Table 1 

OFS number  Axel number 
1 2 3 4 5 6 7 8 

0 0,18 0,16 0,18 0,17 0,06 0,05 0,06 0,05 
1 0,10 0,08 0,10 0,09 0,02 0,02 0,02 0,02 
2 0,12 0,11 0,14 0,11 0,02 0,03 0,03 0,03 
3 0,15 0,12 0,17 0,13 0,02 0,03 0,03 0,02 
4 0,16 0,15 0,17 0,15 0,04 0,05 0,05 0,04 
5 0,21 0,24 0,23 0,26 0,06 0,07 0,05 0,07 
6 0,18 0,21 0,18 0,23 0,04 0,05 0,04 0,05 

11 0,08 0,09 0,07 0,07 0,02 0,02 0,02 0,02 
12 0,09 0,10 0,09 0,09 0,02 0,02 0,02 0,02 
13 0,16 0,16 0,13 0,13 0,03 0,04 0,04 0,03 
14 0,10 0,10 0,09 0,09 0,01 0,02 0,01 0,02 
15 0,29 0,27 0,23 0,24 0,06 0,07 0,09 0,06 
18 0,06 0,09 0,06 0,08 0,01 0,02 0,01 0,02 
19 0,20 0,27 0,19 0,26 0,04 0,05 0,06 0,05 
20 0,16 0,21 0,15 0,20 0,04 0,05 0,04 0,05 
21 0,07 0,09 0,06 0,09 0,02 0,02 0,04 0,02 

Maximal signal 0,29 0,27 0,23 0,26 0,06 0,07 0,09 0,07 
Minimal signal 0,06 0,08 0,06 0,07 0,01 0,02 0,01 0,02 
Dynamic range (max/ min) 4,42 3,38 3,83 3,71 6,00 3,63 9,00 3,50 

 
Taking into account the same load of all the 

wheels each mobile unit of test railway equipment, 
will determine the dependence of the output OFS sig-
nal from the applied load 

( ) =
j

j OUTa
lOUT

l

U
KU F

F
; 

where lF  – load applied to OFS, kN; j
OUTaU  – the 

average value of the output voltage of the j-th OFS. 
For test railway equipment the value shown in 

table 2. 

Shown in table 2 values ( )j
lOUTKU F   calculated 

for two cases – the locomotive with a load on the wheel as 
96.3 kN and empty wagon wheel load as 28.5 kN. Coeffi-
cient jKU  is calculated as the average of these values. 

It should be noted that during the experiment 
condition of ballast bed on measuring section did not 
satisfy the requirements, which led to a significant 
deflection of rails during the passage. This explains 
the large difference in the amplitudes of the output 
OFS signals, which had a negative impact on the accu-
racy of the estimates. 

Table 2 

OFS num-ber 
Locomotive Car 

 
j

OUTaU  ( )j
lOUTKU F  

j
OUTaU  ( )j

lOUTKU F
0 0,17 1,79 0,05 2,46 2,12 
1 0,09 0,94 0,02 0,89 0,92 
2 0,12 1,25 0,03 1,23 1,24 
3 0,14 1,48 0,02 1,12 1,30 
4 0,16 1,63 0,04 2,01 1,82 
5 0,24 2,46 0,06 2,82 2,64 
6 0,20 2,09 0,05 2,06 2,08 

11 0,08 0,80 0,02 0,89 0,85 
12 0,09 0,95 0,02 0,86 0,91 
13 0,14 1,49 0,03 1,56 1,53 
14 0,10 0,99 0,02 0,71 0,85 
15 0,26 2,67 0,07 3,13 2,90 
18 0,07 0,77 0,01 0,67 0,72 
19 0,23 2,38 0,05 2,23 2,30 
20 0,18 1,86 0,04 2,01 1,93 
21 0,08 0,80 0,02 1,12 0,96 
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One of the objectives of the experiment was to 

determine the dependence of the output OFS signals 
from the speed of test train, i.e. representation coeffi-
cient jK  in the form 

 

( )
=

j
placej K

K
K v

, 

 
where =j j

placeK KU  – coefficient taking into ac-

count the placement options of OFS; ( )K v  – coeffi-
cient reflecting the change in output OFS signal when 
adjusting the speed of wheel v . 

Analysis of the output signal OFS showed that 
with increasing speed, the signal amplitude decreases. 
Thus table 3 shows the average values of the signals 
for all locomotive axes at various speeds. 

 
Table 3 

OFS 20 30 40 50 
0 0,173 0,168 0,160 0,150 
1 0,085 0,088 0,081 0,070 
2 0,115 0,117 0,115 0,103 
3 0,140 0,139 0,138 0,117 
4 0,152 0,151 0,150 0,132 
5 0,230 0,231 0,220 0,180 
6 0,200 0,193 0,179 0,163 

11 0,075 0,071 0,070 0,067 
12 0,090 0,089 0,088 0,080 
13 0,140 0,137 0,137 0,127 
14 0,095 0,091 0,090 0,082 
15 0,253 0,249 0,241 0,212 
18 0,072 0,072 0,069 0,063 
19 0,192 0,198 0,217 0,212 
20 0,175 0,152 0,164 0,162 
21 0,070 0,066 0,071 0,073 
 
To determine the ( )K v , was used the values 

14 from 16 of OFS, since for OFS number 19 and 
number 21 were discarded because of the obvious 
differences depending on the nature of other OFS. 

Because the speed 20 km/h is a minimum for 
trains on the measuring section, so for each OFS were 
calculated normalized output signals at first 

 

( ) ( )

20

=
j

outj
norm j

out

U v
U v

U
, 

where 20
j

outU  – the average value of the output signal 

of the j-th OFS at 20 km/h; ( )j
outU v  – the average 

value of the output signal of the j-th OFS at v speed. 
The values of the coefficient ( )K v , calculated 

as an average value ( )j
normU v  for all OFS at a given 

speed, are shown in fig. 7. 
 

 
 

Fig. 7. Coefficient of proportionality K(v), considering 
change of an output signal from speed of a wheel 

 
Reducing output OFS signal when wheel speed 

increases can be explained as follows. Reducing the 
time of loading force leads to the fact that the resilient 
deflection of the rail can not reach the limit value, 
while when the low speed rail flexes to large values, 
respectively, increasing the force exerted on the OFS 
from sleeper. 

As seen on fig. 7 the change in slope of the 
curve K (v) takes place at a speed of 40 km/h,. I.e. at 
the value of the wheel load of about 100 kN at speeds 
of over 40 km/h  the reaction force of the system 
“sleeper-ballast bed” has noticeably less important 
than at low speeds, which makes it advisable to use 
this ratio. 

Using the test train for calibration of OFS is 
organizationally complex exercise, which it is advisa-
ble to conduct before the winter or summer, or after 
work to strengthen the ballast bed. Prolonged period 
between calibration using the test train can cause sig-
nificant changes in stiffness of the system “rail- sleep-
er- ballast bed” that will lead to a substantial increase 
in the error OFS signal processing results and reduce 
the SCVDL characteristics. 

As an alternative method is proposed to use 
calibration OFS signals when passing locomotives, 
especially electric, load changes on the y-axis relative 
to the nominal value of which is about 2 – 3%. The 
essence of the proposed method consists in that meter-
ing maximum value of OFS signals from each of the 
axles of locomotives (with 8 or 12) can significantly 
reduce the error in determining the average value of 
the signal and calculate the ratio of the nominal tire 
load to the average value of OFS signal from the max-
imum sufficient accuracy. 

The advantages of this method are: 
– coincidence of locomotives and wagons 

speed which eliminates the use of correction factors 
related to the speed of the car; 



 
– capability of approximate weight of the 

locomotive (about 100 t) and loaded wagon (60 –96 t); 
– regular passage through the measuring 

section with a known weight locomotives; 
– traceability of changes in hardness of the 

ballast bed. 
Algorithm for determining the wheel load us-

ing dynamic calibration of OFS consists of the follow-
ing operations: 

1. Determining the type of locomotive from 
the number of axes in the section, the distance be-
tween the wheels of the truck and distance in between 
the trucks. 

2. Calculation of maximum envelope signal 
for each OFS when passing each axle locomotive – 

max
j

iU , where j – number of OFS, and i=1, ..., N – 
serial number of the locomotive axis. 

3. Calculate the average value for all locomo-

tive axes for each OFS max
j

iU . 
4. Calculating the ratio of nominal load lo-

comotive wheels nomP  to the average OFS signal 

max

=j nom
din j

i

P
K

U
. 

The magnitude of the coefficients obtained 
j

dinK  can be divided into three groups: 
– rejection OFS with abnormally high values 

lim>j inal
dindinK K  (low OFS sensitivity to stress); 

– calculating the load on each wheel of each 
OFS except discarded 

max=j j j
i idinP K U ; 

 
– calculating the average load on each wheel 

of train 

1==
∑M j

ijj
i

P
P

M
, 

 
where M – number of OFS after rejection. 

Results of calculation j
dinK  for three composi-

tions, passed in September 2013 through SCVDL pre-
sented in table 4. Train number 1 passed 02.09.2013 at 
11:48, train number 2 – 09.05.2013 at 12:07, train 
number 3 – 20.09.2013 at 13:44. 

 
Table 4 

Sleeper OFS 
Train №1 Train №2 Train №3 

left right left right left right 

1 0/11 48,08 54,08 37,17 43,86 42,57 52,28 

2 1/12 85,61 89,63 62,72 70,41 72,85 93,8 

3 2/13 63,23 65,76 44,96 52,22 52,31 71,61 

4 3/14 192,27 143,33 134,82 117,57 154,69 157,22 

5 4/15 137,68 88,85 91,49 74,47 108,78 91,86 

6 5/16 79,41 no 58,02 no 69,43 no 

7 6/17 50,05 no 37,14 no 44,27 no 

8 7/18 no 288,07 no 238,07 no 283,94 

9 8/19 no 3700,86 no 4342,7 no 4206 

10 9/20 no 3711,36 no 3702,6 no 3421 

11 10/21 no 88,69 no 78,8 no 76,55 
 
 
In the first two columns of table 4 are serial 

sleeper numbers and OFS installed on them. For each 
OFS given value j

dinK  (t/V) during the passage of 
three trains. 

OFS installed on 11 sleepers, and on 
5 sleepers OFS installed under both rails (OFS num-
ber 0, 1, 2, 3, 4 and 11, 12, 13, 14, 15 – sleepers 
number 1 – 4), three OFS from the left side (OFS 
number 4, 5, 6 – sleepers number 5 – 7), and four 
OFS from right side (OFS number 18, 19, 20, 21 – 
sleepers number 8 – 11). 

The magnitude of the coefficients obtained 
j

dinK  can be divided into three groups: 
– stable OFS with a value of coefficient al-

ways lower than the threshold (OFS number 0, 1, 2, 
5, 6, 11, 12, 13, 15, 21); 

– unstable OFS with coefficient which hov-
ers around the threshold (OFS number 4); 

– unreliable OFS with coefficient value is 
always higher than the threshold (OFS number 3, 14, 
18, 19, 20). 
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For OFS rejection was chosen threshold 

lim 100=inal
dinK , which corresponds to an output of 

1V at a load of 100 tons per wheel. 
A significant difference in the values j

dinK  is 
not caused by the individual characteristics of OFS 
and ballast properties under the sleepers with OFA. 
This conclusion follows from the correspondence of 
the signal level (coefficient values j

dinK ) from the 
OFS set to same sleeper from the  left and right sides. 

From the five sleepers which uses two OFS, 
on the first three on both sides go into the first group, 
both in the fourth sleeper OFS are unreliable, the fifth 
sleeper – on the left side OFS number 4 is unstable, 
and the right side OFS number 15 – stable, the values 
of all the coefficients of which are near the threshold. 

It is also noteworthy the synchronicity change 
of the coefficients with time. Since September 5 all 
the coefficients were reduced in relation to the Sep-
tember 2 and September 20 increased relative to Sep-
tember 5. 

High dynamics and multidirectional changes 
in the coefficients over time make it necessary to 
calibrate OFS at least once a day. The only way to do 
this is to use the information about the weight of the 
locomotive. 

It should be noted that if the parameters of the 
locomotive axle load is unknown, possible to use the 
results of the last dynamic OFS calibration. At an 
average intensity of trains through SCVDL as 50 

trains a day updating values j
iP  will be at least sev-

eral times a day which allows us to construct an algo-
rithm based on the tracking filter to reduce computa-

tion error j
iP . 

Thus, even taking into account the error in de-
termining the weight of the car can be argued that 
SCVDL based on OFS can be used to identify cars 
that are prone to outright because of uneven load 
placement or displacement of cargo during transpor-
tation. 

According to the available information on the 
Internet for the safe movement of the car critical dif-
ference vertical load is 20%. Similar values among 
the considered wagons were not found. 

 
II. CONCLUSIONS 
 
1. The article analyzes the laboratory tests 

OFS to determine their characteristics for loads 
from 50 to 450 kN. Demonstrated that, on the basis 
of absolutely rigid output OFS signals is a linear 
function of the applied load. 

2. The experimental study on the results of 
the calibration OFS by passing train with known 
axle load. The necessity of the introduction of mul-
tiplicative coefficients compensating differences in 
stiffness as a ballast bed between different OFS 
and the change in stiffness during operation. 

3. According to experimental data and a pro-
cedure was developed the methodology and deter-
mined the coefficients with change of the output 
signal for various speeds of train. 

4. Developed the algorithm for adaptive OFS 
calibration using data about type and weight of the 
locomotive. Using the developed algorithm got es-
timates of weight and uneven loading trains pass-
ing through SCVDL. 
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Abstracts 

The paper discusses methods for assessing the 
effectiveness of innovative projects. Different ap-
proaches to assessment methodology are considered 
based mainly on foreign materials. Advantages and 
shortcomings of the approaches are discussed. The 
way of forming such evaluations is offered by use of  
fuzzy logic, which allows to obtain an estimate of effi-
ciency in the form of scoring equation. 

Keywords – innovation project, performance 
evaluation, fuzzy logic, scoring equation. 

 
 
I. INTRODUCTION 
 
Innovation is a major driving force for the eco-

nomic growth and expansion of companies. The glob-
alisation of markets has raised strong competitive 
pressures. The rapid evolving technology, the fast 
changing markets and the more demanding customers, 
require developing high quality new products more 
efficiently and effectively. Taken that every firm can 
be represented as a bundle of resources, skills and 
competencies, the effect of innovation is to transform 
a firm’s inner capabilities, making it more adaptive, 
better able to learn, to exploit new ideas. This need to 
innovate has become clear by now [1].   

Small- and medium-sized enterprises (SMEs) 
have shorter lines of communication, relatively infor-
mal decision making and more flexibility, which 
seems to give them an advantage for rapid innovation 
over large companies. Large companies have respond-
ed early to the need for the management of innovation. 
This was the only way to be competitive and remain in 
business, since most of those who failed to realise this 
need, didn’t survive. They have examined their situa-
tion and in so doing have created a range of tools and 
techniques to help them adapt to changed circum-
stances and meet new market challenges. 

Initiatives on improving the innovation have 
addressed ways of improving the product innovation 

process, through a wide spectrum of methods, tech-
niques and tools without quantifying the degree of 
change of “innovativeness”. The innovation process is 
iterative in nature and thus automatically includes the 
first introduction of a new innovation and the re-
introduction of an improved innovation. 

Innovation output is wide-ranging and differs 
from sector to sector. Measuring it entails quantifying 
the extent to which ideas for new products and ser-
vices, stemming from innovative sectors, carry an 
economic added value and are capable of reaching the 
market [2]. 

At first the most commonly used measures of 
innovation are presented. Next the Innovation Union 
Scoreboard and the Summary Innovation Index are 
discussed. Then fuzzy logic is proposed for a new 
innovation indicator. 

 
 
II. MEASURING INNOVATION 
 
Many studies have focused on the importance 

of innovation, but the measurement of innovation is 
still clouded with statistical and conceptual problems. 
Innovation research often confounds innovation char-
acteristics, innovation types and the hierarchical locus 
of the innovation. There is an emergence of a large 
number of conceptual activities, with many overlap-
ping features [1]. Prior research on innovation meas-
urement has not clearly distinguished between new-
ness as unfamiliarity, as lacking fit with existing com-
petences, or as implying new types of activity.  

Earlier the most commonly used measures of 
innovative activities are: Research and Development 
(R&D) expenditures, patent counts and counts of ma-
jor or minor innovations. 

R&D data are usually collected in 
the Organisation for Economic Co-operation and De-
velopment (OECD) economies according to the defi-
nite procedures and categories. R&D statistics do not 
cover all aspects of technological change. R&D num-
bers measure only an input, which bears no real rela-
tion to innovation outcomes.  

Patent data can be retrieved in the records of 
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US Patent Office and the European Patent Office. The 
main weakness of patent measuring is that each coun-
try has different patent legislation, not all inventions 
are patent or patentable and patents do not necessary 
represent a commercially exploited innovation. The 
study showed that two-thirds of firms had experienced 
attempts to copy their patented inventions, but only 
one in five actually used the courts to defend their 
patents.  

There has been a huge increase in the use of in-
novation surveys over the last few years. Innovation 
surveys can be used as tools to analyse the innovative 
activities, assessing innovation of firms and explore 
their practices. In general there are two approaches to 
collect innovation data.  

The first is the object approach and collects in-
formation on the level of individual innovation, i.e. 
information on the output of the innovation process. 
This approach may have the advantage of representing 
a direct measure of innovation due to the fact that only 
the significant innovations are recorded, but it is very 
difficult to develop comparable databases internation-
ally. 

The second approach, the subject approach, 
collects information at the level of the firm, i.e. infor-
mation on the input of the innovation process, and can 
cover a wider range of issues. It can record infor-
mation on the impact of innovation, on successful and 
unsuccessful innovative activities in innovating and 
non-innovating firms. This method usually utilises 
questionnaires or direct interviews. Although self-
assessment measures may be prone to bias, they are 
the most commonly used form of performance as-
sessment because more objective accounting measures 
and sources can also be biased.  

Basic guiding lines for developing an innova-
tion survey are included in the Oslo Manual [3]. The 
manual recommends the subject approach to use when 
conducting innovation surveys and this approach has 
since become dominant. The methodology suggested 
in the manual was used by Eurostat and the European 
Innovation Monitoring System within the European 
Commission. Surveys based on the Oslo Manual tend 
to be quite long, and require considerable resources 
within a firm to complete. Most such surveys are con-
ducted under the terms of national statistics legisla-
tion, which generally contain legal provisions requir-
ing the respondent to complete and return the ques-
tionnaire. Other surveys usually have poor response 
rates as firms get tired of the long lists of questions. 

European Commission presents an indicator to 
measure performance in innovation output [2]. 
The rigorous measurement of the impact of innovation 
policies is key for evidence-based policymaking. 
Moreover, it bolsters the legitimacy of public action 
and the use of public funds. 

 
III. INNOVATION UNION SCOREBOARD 
 
At present Innovation Union Scoreboard (IUS) 

is a means to help monitor the implementation of the 
Europe 2020 Innovation Union flagship by providing 
a comparative assessment of the innovation perfor-
mance of the EU27 Member States and the relative 
strengths and weaknesses of their research and inno-
vation systems. The IUS includes innovation indica-
tors and trend analyses for the EU27 Member States. 
It also includes comparisons based on a more reduced 
set of indicators between the EU27 and 10 global 
competitors [4].  

The IUS 2011 distinguishes between 3 main 
types of indicators and 8 innovation dimensions, cap-
turing in total 25 different indicators (fig. 1). 

The Enablers capture the main drivers of in-
novation performance external to the firm and cover 3 
innovation dimensions. Firm activi t ies  capture the 
innovation efforts at the level of the firm, grouped in 3 
innovation dimensions. Outputs cover the effects of 
firms innovation activities in two innovation dimen-
sions.  

The 25 indicators better capture the perfor-
mance of national research and innovation systems 
considered as a whole. While some of the indicators of 
the IUS can be more easily influenced by policy inter-
vention than others, the overall ambition of the Inno-
vation Union Scoreboard is to inform policy discus-
sions at national and EU level, by tracking progress in 
innovation performance within and outside the EU 
over time.  
The Enablers cover the main drivers of innovation 
performance external to the firm and it differentiates 
between tree innovation dimensions. “Human re-
sources” includes tree indicators and measures the 
availability of a high-skilled and educated workforce. 
“Open, excellent and attractive research systems” in-
cludes tree indicators and measures the international 
competitiveness of the science base. “Finance and 
support” includes two indicators and measures the 
availability of finance for innovation projects and the 
support of governments for research and innovation 
activities.  

Firm activities capture the innovation efforts at 
the level of the firm and it differentiates between tree 
innovation dimensions. “Firm investments” includes 
two indicators of both R&D and non-R&D invest-
ments that firms make in order to generate innova-
tions. “Linkages & entrepreneurship” includes tree 
indicators and measures entrepreneurial efforts and 
collaboration efforts among innovating firms and also 
with the public sector. “Intellectual assets” captures 
different forms of Intellectual Property Rights (IPR) 
generated as a throughput in the innovation process.  
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Fig. 1. Framework of the Innovation Union Scoreboard 
 
 
 
 
 

Outputs cover the effects of firms’ innovation 
activities and it differentiates between two innovation 
dimensions. “Innovators” includes tree indicators and 
measures the number of firms that have introduced 
innovations onto the market or within their organisa-
tions, covering both technological and non-
technological innovations and the presence of high- 
growth firms. The indicator on innovative high-
growth firms corresponds to the new EU2020 headline 
indicator, which will be completed within the next two 
years. “Economic effects” includes five indicators and 
captures the economic success of innovation in em-
ployment, exports and sales due to innovation activi-
ties. 

The IUS uses the most recent statistics from 
Eurostat and other internationally recognised sources 
as available at the time of analysis. International 
sources have been used wherever possible in order to 
improve comparability between countries. The IUS 
2011 may not fully capture the impact of the econom-
ic and financial crisis on innovation performance as 
there is a delay in data availability where data refer to 
2009 or 2010 for 14 indicators and to 2007 or 2008 for 
10 indicators. The current composite indicator consists 
of 24 individual indicators since the last indicator on 

“High-growth innovative enterprises as a percentage 
of all enterprises” is being developed. 

The IUS 2011 largely follows the methodology 
of previous editions in distinguishing between tree 
main types of indicators and eight innovation dimen-
sions, capturing in total 25 different indicators.  

Based on their average innovation performance, 
the Member States fall into four performance groups:  

– the performance of Denmark, Finland, 
Germany and Sweden is well above that of the EU27 
average. These countries are the Innovation leaders;  

– Austria, Belgium, Cyprus, Estonia, France, 
Ireland, Luxembourg, Netherlands, Slovenia and the 
UK all show a performance close to that of the EU27 
average. These countries are the Innovation followers;  

– the performance of Czech Republic, 
Greece, Hungary, Italy, Malta, Poland, Portugal, Slo-
vakia and Spain is below that of the EU27 average. 
These countries are Moderate innovators; 

– the performance of Bulgaria, Latvia, Lith-
uania and Romania is well below that of the EU27 
average. These countries are Modest innovators. 

The comparison of four performance groups  is 
shown  in figure 2. 
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Fig. 2. Country groups: innovation performance 

 
 

IV. SUMMARY INNOVATION INDEX 
 

A summary picture of innovation performance 
is provided by the Summary Innovation Index (SII), a 
composite indicator obtained by an appropriate aggre-
gation of the 24 IUS indicators. The methodology 
used for calculating this index consists of the follow-
ing seven steps. 

1. Identifying and replacing outliers.  
2. Setting reference years.  
3. Imputing for missing values. 
4. Determining Maximum and Minimum 

scores.  
5. Transforming data if data are highly 

skewed.  
6. Calculating re-scaled scores.  
7. Calculating composite innovation indexes.  
The growth in innovation performance has 

been calculated for each country and for the EU27 
using data over a five-year period. All countries ex-
cept Luxembourg and the UK show an absolute im-
provement in the innovation performance over time 
(fig. 3). Bulgaria and Estonia have experienced the 
fastest growth in performance. 

 

 
 

Fig. 3. Twenty-seven countries on plane “Average annual growth” 
and “Innovation performance” 

 

Colour coding matches the groups of countries 
in figure 3 is the same as in the figure 2 and the fol-
lowing abbreviations for country names are used:  
AT – Austria; IS – Iceland; IT – Italy; BE – Belgium; 
BG – Bulgaria; LT – Lithuania; LU –  Luxembourg; 
CH – Switzerland; LV – Latvia; CY – Cyprus; MT –
Malta; CZ – Czech Republic; NL – Netherlands; DE –
 Germany; DK – Denmark; PL – Poland; EE –Estonia; 
PT – Portugal; ES – Spain; RO – Romania; FI –
 Finland; FR – France; SE – Sweden; GR –Greece; 
SI – Slovenia; SK – Slovakia; HU – Hungary; IE –
 Ireland; UK – United Kingdom.  

For the calculation of the average annual 
growth rate in innovation performance we have adopt-
ed a generalized approach. 

Step 1. Define growth for each country c per 
indicator, i.e. as the ratio between the non-normalised 
values for year t and year t - 1.  

Step 2. Aggregate these indicator growth rates 
between year t and year t – 1 using a geometric aver-
age to calculate the average yearly growth rate.  

Step 3. Calculate for each country c the average 
annual growth rate in innovation performance as the 
geometric average of all yearly growth rates. 

Europe’s main global competitors include Aus-
tralia, the BRICS countries (Brazil, China, India, Rus-
sia and South Africa), Canada, Japan and the US. For 
these countries data availability is more limited than 
for the European countries (e.g. comparable innova-
tion survey data are not available for many of these 
countries). Furthermore, the economic and/or popula-
tion size of these countries outweighs those of many 
of the individual Member States and we thus compare 
these countries with the aggregate of the Member 
States or the EU27. 

It is important to compare the innovation activi-
ties of the EU and Russia. The EU27 is performing 
better than Russia in most indicators (fig. 4). In “New 
doctorate degrees” and “Tertiary education” Russia is 
performing better. Overall there is a clear performance 
lead in favour of the EU27 and this lead is increasing, 
as Russia’s innovation performance has grown at a 
slower rate than of the EU27.  

Russia has been decreasing the performance 
gap in 2 indicators (“PCT patents in societal challeng-
es” and “Knowledge-intensive services exports”) and 
seen a decrease in its lead in “New doctorate degrees” 
and “Tertiary education”. Only in Exports of medium-
high and high-tech products has Russia increased its 
lead. The EU27 has increased its lead in the other 6 
indicators for which data are available. 

The dynamic performance of these key interna-
tional competitors can also be grasped in a graph. Fig-
ure 5 shows the current performance lead or gap on 
the vertical axis and the change in this lead or gap on 
the horizontal axis. From figure 5 it becomes clear that 
Brazil and China are clearly catching-up to the EU27, 
that India’s is only slowly catching-up, that Russia is 
faced with an increasing gap to the EU27 and the 
EU27 is neither catching-up to the US nor to Japan. 
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a) 
 

 
 

b) 
 

Fig. 4. Comparison Russia – EU27 
a) the indicators highlighted in orange reflect a performance gap for 

EU27; b) relative growth compared to that of EU27 
Orange colored bars show that the country is growing faster than the 
EU27; green colored bars show that the country is growing slower 

than the EU27 
 
 

 
 

Fig. 5. Comparison of key international competitors 
 
 

V. TOWARDS A NEW INDICATOR 
  

Communication From The Commission To The 
European Parliament presents an indicator to measure 
performance in innovation output. The rigorous meas-
urement of the impact of innovation policies is key for 
evidence-based policy-making. Moreover, it bolsters 

the legitimacy of public action and the use of public 
funds. [2] 

The proposed indicator complements the Inno-
vation Union Scoreboard (IUS) and its Summary In-
novation Index (SII), which assess how the various 
strengths and weaknesses of Member States and the 
EU determine their overall performance, against a 
broad set of 24 innovation indicators, including inputs, 
throughputs and outputs. The proposed indicator will 
support policy-makers in establishing new or rein-
forced actions to remove bottlenecks that prevent in-
novators from translating ideas into products and ser-
vices that can be successful on the market. Improved 
performance will contribute to smart growth, in line 
with Europe 2020 and its Innovation Union flagship 
initiative. 

The indicator in this Communication zooms in 
exclusively on innovation output and monitors a re-
duced set of dimensions, including the contribution to 
job creation of fast-growing firms. Given its comple-
mentarity with the IUS, it is planned that the results of 
the proposed indicator are published simultaneously 
with those of the IUS.   

Innovation output is wide-ranging and differs 
from sector to sector. Measuring it entails quantifying 
the extent to which ideas for new products and ser-
vices, stemming from innovative sectors, carry an 
economic added value and are capable of reaching the 
market. Therefore, it can be captured by more than 
one measure. After exploring a broad set of options, 
the Commission opted for four IUS indicators, 
grouped into three components (patents, employment 
in knowledge-intensive activities (KIA), and competi-
tiveness of knowledge-intensive goods and services), 
and a new measure of employment in fast-growing 
firms of innovative sectors. 

The components of the innovation indicator:   
The first component is technological innova-

tion, measured by patents, as a crucial output of the 
R&D and innovation process, showing the ability of 
an economy to transform knowledge into technology. 
Therefore, policies improving the intellectual property 
rights (IPR) system and making it less costly benefit 
businesses deriving growth from own innovations. 
Measures such as the professionalization of access to 
IPR portfolios and tax reductions on patent profits can 
be instrumental for innovative business dynamics. 

The second component focuses on how a highly 
skilled labour force feeds into the economic structure 
of a country. Investing in people is a challenge for 
Europe, as education and training provide workers 
with the skills for generating innovations. This com-
ponent captures the structural orientation of a country 
towards KIA, by measuring the people it employs in 
KIA in business industries, where at least one third of 
the employees have a higher education degree, as a 
proportion of the total number of employees in that 
country.  

The third component is the competitiveness of 
knowledge-intensive goods and services. In a well-
functioning economy, it reflects its ability, resulting 
from innovation, to export innovative products and to 
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participate in global value chains. Competitiveness-
enhancing measures and innovation strategies are mu-
tually reinforcing for the growth of employment, ex-
port shares and turnover at the firm level. The compo-
nent aggregates in equal weights the contribution of 
the trade balance of high-tech and medium-tech prod-
ucts to the total trade balance, and knowledge-
intensive services. 

Finally, the fourth component measures the 
employment in fast-growing firms of innovative sec-
tors. Fostering the development of those firms is an 
integral part of modern research and innovation poli-
cy. Studies show that growth depends to a crucial ex-
tent upon fast-growing firms, which generate a dis-
proportionally large share of jobs and can contribute 
to increased innovation investments during economic 
downturns. Therefore, some Member States strongly 
support easier access to finance for fast-growing 
firms, including for innovative projects and for risk 
capital at seed, start-up and early-growth stages.   

We propose to form a new indicator to use 
fuzzy logic. 

 
 
VI. FUZZY LOGIC FOR A NEW INDI-

CATOR 
 
Our understanding of most physical processes 

is based largely on imprecise human reasoning.  This 
imprecision (when compared to the precise quantities 
required by computers) is nonetheless a form of in-
formation that can be quite useful to humans. The 
ability to embed such reasoning in hitherto intractable 
and complex problems is the criterion by which the 
efficacy of fuzzy logic (FL) is judged.  

On the application level FL can be considered 
an efficient tool for embedding structured human 
knowledge into useful algorithms. It is a precious en-
gineering tool developed to do a good job of trading 
off precision and significance. In this respect, FL 
models do what human beings have been doing for a 
very long time. As in human reasoning and inference, 
the truth of any statement, measurement or observa-
tion is a matter of degree. This degree is expressed 
through the membership functions that quantify 
(measure) a degree of belonging of  some (crisp) input 
to given fuzzy subsets. 

Fuzzy systems are universal approxima-
tors [5, 6]. These proofs stem from the isomorphism 
between two algebras – an abstract algebra (one deal-
ing with groups, fields, and rings) and a linear algebra 
(one dealing with vector spaces, state vectors, and 
transition matrices) – and the structure of a fuzzy sys-
tem, which comprises an implication between actions 
and  conclusions (antecedents and consequents). The 
reason for this isomorphism is that both entities (alge-
bra and fuzzy systems) involve a mapping between 
elements of two or more domains. Just as an algebraic 
function maps an input variable to an output variable, 
a fuzzy system maps an input group to an output 
group; in the latter these groups can be linguistic 
propositions or other forms of fuzzy information. 

The classical control methodologies developed 
mainly for engineering are usually based on mathe-
matical models of the objects to be controlled. Math-
ematical models simplify and conceptualize events in 
nature and human activities by employing various 
types of equations which must be solved. However, 
the use of mathematical models gives rise to the ques-
tion how accurate they reflect reality. In complicated 
cases the construction of such models might be impos-
sible. 

Fuzzy models will become more and more 
popular as solution schemes, and it will make fuzzy 
systems theory a routine offering in the classroom as 
opposed to its previous status as a “new, but curious 
technology”. Fuzzy systems will be a standard course 
in any science or engineering curriculum. It contains 
all of what algebra has to offer, plus more, because it 
can handle all kinds of information not just numerical 
quantities. 

Fuzzy logic system for our problem is the fol-
lowing. Figure 6 displays the fuzzy inference system 
(FIS) for four input variables and one output parame-
ter. This system is destined for the assessment effi-
ciency of the innovation project (EIP). The input pa-
rameters for this problem are patents, skills, competi-
tiveness, employment. The output parameter deter-
mines the innovation output. 
 
 

 
 

Fig. 6. Fuzzy inference system 
 

The control objective is to find the output value 
for a particular set of input variables. Each of input 
parameters is the linguistic variable with three terms. 
Membership functions characterize the fuzziness in a 
fuzzy set in a graphical form for eventual use in the 
mathematical formalisms of fuzzy set theory. As ex-
ample fig. 7 shows the membership functions for the 
input and output variables.  

Next the rules of the FIS are defined. The num-
ber of the rules is the product of the number of terms 
in each input variable: 3*3*3*3 = 81. After the form-
ing base of rules FIS gives the values of EIP as condi-
tional units. We finally get a crisp value of the output 
which represents the values of EIP. Figure 8 displays 
the value of EIP equal 79 for given set of input varia-
bles. 
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a) 
 

 
 

b) 
 

Fig. 7. Membership functions  
for the input (a) and output (b) variables 

 
 

Fig. 8. Result of fuzzy inference system 
 

The fuzzy approach of EIP assessing may be  
supplemented by conclusion of the regression equa-
tion. This equation will determinate value of EIP. 
Thus the authors propose a method of evaluating the 
effectiveness of an innovative project using fuzzy log-
ic. 
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Abstract 

Modern societies depend on mobility and traffic 
is proportional to vehicle accidents. Sometimes human 
factor is determining, sometimes it totals up to ad-
verse driving conditions. Security systems are intro-
duced as technology advances, some of them are de-
signed to assist driver, some other to intervene in or-
der to avoid accidents or to mitigate effects. Technol-
ogy aims to increase vehicle awareness, sensing sys-
tems and environment status, to inform and eventually 
replace driver on the strength of the situation. In-
creasing vehicle awareness brings in Vehicular Com-
munications Systems (VCS) concept: vehicles com-
municate each other and with roadside units, solving 
problems in a cooperative manner, instead of trying to 
solve them individually. Vehicle and driver point of 
view becomes expanded, beyond the extent of any sen-
sor can be locally installed. These systems are aimed 
at improving safety: driver is warned about imminent 
dangers as obstacles and abrupt changes in speed or 
course of neighbour vehicles. Side effects of these 
technologies are traffic congestion mitigation or law 
enforcing. V2V systems introduce network problems 
as vehicles and roadside unit become nodes of a fast 
changing, medium sized network. This paper presents 
a testbed for cooperative V2V communications sys-
tems. 

 
 
I. INTRODUCTION 
 
Active security systems are key to accident 

prevention, sometimes their effectiveness is compara-
ble or even superior to passive security systems. Lo-
cating available vehicle data is the first step towards 
VCS. Vehicles are equipped with a multitude of sen-
sors[1 – 3], some of them are not even presented to the 
driver, for example: 

– single wheel speed sensors: used by 
ABS, TCS or ESP subsystems to deduce which 
wheels are locking (during emergency braking ma-
nuevers) or overrunning (accelerations on slippery 
surfaces); 

– acceleration sensors: used by ABS, TCS 
or ESP to measure acceleration components and de-
duce vehicle movements; 

– gyrometers: used by ESP to measure ve-

hicle yaw (oversteer or understeer conditions) or rota-
tion on other axes; 

– steering angle: used by ESP to measure 
difference between driver input direction and effective 
vehicle rotation [4]. 

GPS receiver is always more integrated in cars 
and is easily available as optional. X-by-wire systems 
are increasingly used in modern vehicles: these sys-
tems require a multitude of sensors placed directly on 
driver input commands (gas throttle, braking pedal, 
clutch pedal, gear) and they become eventually avail-
able to the further processing needed by VCS. Data, 
conveniently formatted, coming from onboard sensors 
and from vehicles nearby is the key concept of VCS. 
A very detailed outline of the situation can be extract-
ed by a dedicated onboard processing unit, far beyond 
any locally mounted sensor scope. 

 
 
II. USE CASE 
 
Presented VCS testbed was developed to 

demonstrate or evidentiate: 
– needed data is already available from 

onboard sensors and ECU's; 
– ease of algorithm to extract Collision 

Warning and Collision Detection alerts and their use-
fulness to the driver; 

– communication challenges; 
– other applications with same sensors da-

ta; 
– problems and limitations. 
 
 
III. COLLISION WARNING AND DE-

TECTION 
 

Using onboard accelerometer and gyroscope, 
collision warning and detection can be done, framing 
maximum vehicle acceleration, pitch, roll and yaw 
and setting thresholds. When data from sensors ex-
ceeds thresholds, a message is sent in broadcast and 
received by vehicles and roadside units in range. Ve-
hicles directly receiving alerts will present a message 
to the driver, drawing alert on integrated navigation 
system cartography and, eventually, interacting by 
slowing down the vehicle or engage brake precharge, 
based on the target distance. Peaks in acceleration can 
be interpreted as abrupt braking manuevers or colli-
sions, peaks in yaw can be, instead, interpreted as ab-
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rupt evasive manuevers or vehicle loss of control. 
Alerts can be analyzed from the onboard computer to 
check if the alert has to be considered light (engine or 
vehicle keeps running) and can be acknowledged and 
cleared, or serious (engine cutoff, airbag and preten-
sioner engaged, system diagnosis failure) and other 
drivers must be warned about. 

 
 
IV. COMMUNICATION CHALLENGES 

 
To this day, there are no universally accepted 

standard protocols to support vehicle-to-vehicle com-
munications [5, 6]. IEEE 802.11p seems to be the 
most promising communication standard, an amend-
ment to 802.11 which deals with vehicular communi-
cation challenges. IEEE 802.11p is tailored to cope 
with: 

– robust and fast connection setup for fast 
moving network nodes; 

– halved bandwidth (20 to 10 Mhz compared 
with 802.11a) and halved symbol length to improve 
robustness; 

– dedicated communication channels (Con-
trol channel – CCH and Service Channel – SCH) to 
send safety critical messages and two way general 
purpose communication. 

While IEEE 802.11p standard is PHY – 
MAC/LLC oriented protocol, upper layers still remain 
outside the scope of the standard. Standard proposals 
are similar, more or less, by provided services and 
traffic separation (specific Vehicle-to-Vehicle or Ve-
hicle-to-Infrastructure for safety related messages and 
general purpose data stream like mobile IP). Other 
challenges include message security, jam or denial-of-
service avoidance and privacy issues[7, 8]. 

 
 
V. OTHER APPLICATIONS 

 
Vehicles broadcasting current position in a pe-

riodical beacon can help onboard computer tracking 
traffic congestion in a particular area. Onboard navi-
gator can reuse traffic data to re-route driver through 
alternative paths and avoid congestion. Roadside units 
along construction sites can warn drivers about re-
duced lanes or obstructions. Security or law enforce-
ment vehicles can have special onboard units to signal 
their arrival, warn drivers and help in clearing up their 
pathway[9, 10]. 

 
VI. TESTBED DEVELOPMENT 

 
Testbed was designed in order to model teleme-

try beaconing system and develop algorithms able to 
detect and issue collision warning and collision detec-
tion alerts to other driver, using a minimum or reduced 
set of data coming from onboard vehicle sensors. 
Testbed was initially implemented on two professional 
RC cars, normally used in races using STM32F4 Dis-
covery and Raspberry PI as onboard unit and remote 
control replacement. Race cars remote control was 

replaced by a Bluetooth WiiMote controller connected 
to Raspberry PI and commands were filtered to im-
prove car handling (acceleration curves and steering 
profiles were adapted to simulate normal driving). 
Filtered pilot input is then passed to STM32F4 Dis-
covery microcontroller to control throttle and steering 
servos via PWM signals. 

 
Real life environment Simulated environment 
Wheel speed sensors GPS Speed output 
Onboard accelerometer ST iNEMO v2 / 

STM32F4 Discovery 
LIS302DL 

Onboard gyrometer ST iNEMO v2 / GPS 
course output 

Onboard GPS SkyTraq Venus 5 re-
ceiver 

Telemetry Not simulated 
Onboard unit STM32F4 Discovery / 

Raspberry PI 
MAC/LLC IEEE 802.11p Digi XBee / IEEE 

802.11n adapter 
Network Stack Simple telemetry pack-

et / Simple telemetry 
packet over IP + UDP 

Vehicle HMI Software running on 
standard PC 

 
Base algorithm for dangerous maneuver or ac-

cident detection is implemented using only accel-
erometer data. Improvements are suggested by inte-
grating data from iNEMO gyrometer and magnetome-
ter. Testbed was then ported onto two real vehicles to 
verify data. 

 
 

VII. ACCELEROMETER DATA 
 

Axis are considered as listed below: 
– X: from left side to right side; 
– Y: from the rear side to the front side; 
– Z: from bottom to the top. 
Measurements were done to evaluate system 

performance in order to asses: 
– system ability to detect a collision; 
– system ability to detect an abrupt maneu-

ver. 
Accelerometer data must be filtered in order to 

become usable. Adopted filter chain comprises: 
– low pass filter to remove noise generated 

from high frequency vibration induced in car (engine, 
road unevenness); 

– high pass filter to remove DC (gravity); 
– smoothing/rounding filter; 
– Kalman filtering. 
Filter parameters varies according to conditions 

and accelerometer type and were finely tuned with a 
test run on a smooth tarmac surface driving normally. 
Results evidence that accelerations between ± 0.3 g 
are normal and an emergency brake from 50 km/h to 
full stop produced a peak around 0.5 g. All things con-
sidered, it can be said that accelerations between ± 0.3 
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g can be considered inside safety frame. Samples ex-
ceeding these limits can be considered as critical ma-

neuvers and an alert must be sent to nearby vehicles. 
 

 
 

 
 

Fig. 1. 
 
 
 
 
Graphs (fig. 1), in order, show (time series da-

ta): 
– Y acceleration (filtered and rounded); 
– Speed in km/h; 
– X acceleration (filtered and rounded); 
– GPS course. 
While accelerometer data can be considered 

quite sufficient for ideal conditions (flat road, perfect 
tarmac surface), problems arise when accelerations 
combine on more than one axis (turning, ascend-
ing/descending road): acceleration dilutes on all three 
axis and thresholds become invalid. Accelerometer 
data must be integrated with gyroscope and/or com-
pass data (IMU) to compensate vehicle inclination and 
steering. 

 
 

VIII. GPS DATA 
 

GPS positioning works well only when horizon 
is mostly visible [11 – 15]. Partially or completely 
occluded sky, as inside urban tunnels (tall building on 
the edges of narrow roads) degrade GPS positioning 
performance till compromising data. Mitigation can 
occur taking into account maps and data coming from 
IMU to integrate and improve GPS precision (dead 
reckoning, Kalman based sensor fusion). 

 
 
 
 
 
 

 
 
 
 
 

 
 

 
 

Fig. 2. 
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IX. COMMUNICATIONS 

 
While RC cars where equipped with a Digi 

XBee (IEEE 802.15.4 ZigBee) unit, real vehicles 
where equipped with two 802.11n adapters. ZigBee 
works well up to 50 meters in line of sight, except 
when an obstacle is in the middle of the transmitters. 
802.11n range is greater than ZigBee but continuos 
obstruction due to vehicles in the middle, fading due 
to trees and other obstacles made communication 
measurements very difficult. When in Line-of-Sight, a 
maximum distance of 400 m was recorded (using om-
ni-directional roof mounted antenna), connection is 
abruptly lost if one of the two vehicles is behind a 
bend, obstructed by buildings or structures. 

 
 

X. CONCLUSIONS AND FUTURE WORK 
 
Testbed was developed mainly to highlight po-

tential issues in vehicle to vehicle communication. 
While crash/abrupt maneuver detection algorithm can 
be easily implemented and improved using low cost 
hardware and data already onboard, still some prob-
lems about precise positioning and reliable, long dis-
tance communication occur. 
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Abstract  

Time is a fundamental quantity, as well as the 
flow of time itself: it plays a central role in the project 
that we are going to present below. In fact we will see 
an application of the Precision Time Protocol (PTP), 
also known more commonly as 1588, that is the IEEE 
standard that outlines the rules of the communication 
protocol. 

Such communication, in our case, has been es-
tablished between two STM32F4 boards via two 
SPIRIT wireless modules. 

The proposed objective is therefore to imple-
ment the communication of the two microcontrollers, 
synchronizing their clocks, with the help of the two 
SPIRIT modules and then build on the algorithm of 
the DCCS 1588 protocol, intended to improve the pa-
rameters of the communication. 

 
 
I. INTRODUCTION 
 
Time synchronization is an element that has of-

ten played a key role in many research studies. In ad-
dition it represents an important requirement in many 
applications. 

There are many protocols and algorithms that 
make the time synchronization their ultimate goal: 
let's examine more precisely the IEEE 1588 protocol, 
developed for local systems for which high accuracy 
is required. It was released in November 2002 and 
based on the work done by John Eidson at the Agilent 
Labs. Its specifications for hardware and software 
allow network-connected devices (clients) to synchro-
nize the clock of each of them to a clock network 
(master). The standard was initially developed for the 
industrial environment where it was not possible prior 
precise control using a Local Area Network (LAN). 
Only later, it aroused interest in telecommunications, 
energy and military fields. The standard is applicable 
to Local Area Networks that support multicast com-
munication. Attempts by IEEE are ongoing to extend 
this protocol to the WLAN (Wireless Local Area 
Network), so they are developing implementations of 

IEEE 1588 on wireless sensor networks [1]. IEEE 
1588 is a Master/Slaves protocol, which is based on 
the exchange of a series of packets between a master 
and several slaves. IEEE 1588 is able to synchronize 
heterogeneous systems (with clock varying in accura-
cy, resolution and stability) with higher accuracy with-
in microseconds. To achieve this accuracy, it needs 
the “timestamp” of the shipping/incoming messages to 
be generated by a specific hardware or a component as 
close as possible to the physical means (as for the 
wireless sensors with the timestamp at the MAC lay-
er), as opposed NTP acting only in software and does 
not require any special hardware. Detailed information 
on IEEE 1588 can be found in [2 – 4]. According to 
the IEEE 1588 protocol, devices synchronization re-
quires two steps: 

– determine which device will function as a 
master clock; 

– measure and correct the divergence of the 
slave clock due to their offset and initial delay of the 
network. 

 

 
 
Fig. 1. Messages exchanged for the IEEE 1588 realization 
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When the system is initialized, the protocol us-

es the algorithm named Best Master Clock Algorithm 
(BMC) to automatically determine which clock in the 
network is the most accurate, and it will be named as 
master-clock. 

The next step is the true PTP: firstly, a node 
(the master clock) sends a “Sync message” and rec-
ords the exact instant of time in which such submis-
sion is made. This value is transmitted in a second 
message called “Follow-Up message”. The receiver 
uses its own local clock to record the time of arrival of 
the “Sync messages” and compares it to the time value 
contained in the “Follow-up message”. The difference 
between the two time values represents the offset of 
the slave-clock plus the propagation delay of the mes-
sage. 

This delay is calculated by the receiver node, 
which sends a message called “Delay-Request mes-
sage” to the master-clock node and records the mes-
sage shipping time. 

When the master clock receives a “Delay-
Request message”, it records the arrival time and 
places it on a message called “Delay-Response mes-
sage” that is forwarded to the slave clock. 

Because of the divergence of the clock involved 
in the procedure, a periodic repetition of offset correc-
tion and propagation delay is needed to keep the clock 
in sync. 

 
 
II. PROTOCOL IMPLEMENTATION 

 
Let us now see how the 1588 protocol has been 

realized in terms of pseudo-code. All is inserted in a 
while cycle, in which the main body of the firmware, 
sending the messages provided by the PTP, is located. 
Time is fundamental for the sync and delay requests. 
In fact when code that directly involves them is writ-
ten, then it is necessary to take into account the fol-
lowing assumption: that is the hypothesis, required by 
the protocol, that the time of propagation of the mes-
sages are symmetrical. In order to fulfill it, we need to 
be careful in trying to achieve the best possible simi-
larity between the sending / receiving functions of two 
above messages. For example, the implementation of 
the function that handles the sync is the following: 

 
Master node side 
 
timestamp1.save(); 
timestamp2.insertqueue(); 
timestamp2.send(): 
 
Slave node side 
 
timestamp2.receive(); 
t2=timestamp.convert+offset; 
 
The master saves its current state before trans-

mitting and the slave, after receiving the entire mes-
sage from the Sync master, saves its state, too. After 

the sync, as the rules of the protocol implies, the Fol-
low-up message is sent: 

 
Master node side 
 
insertQueue.timestamp1(); 
send.timestamp1(); 
 
Slave node side 
 
timestamp1.receive(); 
timestamp1.saveInT2(); 

 
The Slave can now derive the sum of delay and 

offset by the relation: 
 

delay offset + = (t2 - t1) mod .                   (1) 
 

The next message is the Delay Request, which 
is time critic: 

 
Slave node side 
 
t2.convert(); 
t2.insertqueue(); 
t2.send(); 
 
Master node side 
 
t2.receive(); 
t3.save(); 
 
It is easy to see how the structure of the Delay 

Request is very similar to that of sync, to follow it and 
to realize the hypothesis of symmetry previously dis-
cussed. 

The last message to be sent will be the Delay 
Response: 

 
Master node side 
 
t3.inserqueue(); 
t.send3(); 
 
Slave node side 
 
t3.receive(); 
 
The Slave can now derive the difference of de-

lay and offset by the relation (1). Having two equa-
tions relating the delay with the offset, it is possible to 
use systems theory of linear equations in order to cal-
culate the offset, since this is our purpose. Indeed, this 
information will then be used by the slave to set the 
reference timer, subtracting the offset amount from the 
counter. 

 
 
III. PERFORMANCE EVALUATION 

 
An algorithm to measure and estimate the 

goodness of the synchronization has also been imple-
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mented within the system. Then the code was modi-
fied on both the master and slave to build such a tool 
for performance evaluation. 

The system is set to send the acquired data in a 
buffer via USB. By setting the buffer size to 1000, we 
will have a data monitoring 50 seconds long. The in-
formation collected can be plotted on a Microsoft Ex-
cel graph. 

 

 
Fig. 2.  

 
In the graph the instants of synchronization are 

represented by vertical lines. As you can imagine the 
synchronization occurs every 5 seconds and the accu-
racy is about 80 microseconds. 

After each synchronization cycle, obviously 
synchronization accuracy is not constant and this is 
due to the variations that are introduced because of the 
variability of the wireless communication. 

 
 
IV. DCCS ALGORITHM 
 
The DCCS protocol (Dynamic Continuous 

Clock Synchronization) is a protocol used to synchro-
nize the clocks, which is capable of correcting the 
clock drift and it is oriented to the use in the Wireless 
Sensor Networks. It is based on RBS (Reference 
Broadcast Synchronization) and CCS (Continuous 
Clock Synchronization) protocols, but it corrects some 
of their flaws. It is centered on the construction of a 
coefficient called α . Its purpose is to work on the 
relationship of calculating the offset to improve and 
smooth out the curve of the result, thereby also the 
drift between the two clocks will decrease. 

 

 
 

Fig. 3  
 
The DCCS protocol aims to use the same 

mechanisms of CCS in scenarios where such measures 
are not possible, such as WSN, which are in fact com-
posed most often from low cost devices and little con-

figurable low level. DCCS introduces a new role in 
addition to the TM and the slave: the Reference Node, 
whose task is to send a Broadcast message Reference 
(similar to the message indication CCS) periodically. 
The only task of the TM becomes the value of the 
clock to record the arrival of each message RBM and 
subsequently transmit it to the slaves. 

Not having a Reference Node, for the imple-
mentation of the algorithm is used an alternative solu-
tion in which the slave samples a value of its own 
clock at the end of each 1588. 

The algorithm for the calculation of the virtual 
clock is simpler than those used by RBS and CCS, so 
as to be more easily usable on devices with low com-
putational power. We define the instant i-th timestamp 
at the end of the i-th 1588, the slave can calculate a 
coefficient for correcting the drift αi  : 

 
( ) ( )
( ) ( )

1
1

− −
α =

− −
CM ti CM ti

i
CS ti CS ti

, 

 
whereas ( ) ( )1 1− = −CM ti CS ti , as a result of the 
1588 protocol, the two clocks have been approximat-
ed, and that the offset ( ) ( )∆ = −i CM ti CS I , we can 
write: 
 

( ) ( )( )
( ) ( )

1
1

∆ + − −
α =

− −

CS ti CS ti
i

CS ti CS ti
 

 
We have thus obtained αi  using only the val-

ues of the clock of the slave and the offset calculated 
through 1588. αi  represents an approximation of the 
clock drift between the master and the slave, calculat-
ed based on the interval between the last two rounds 
of synchronization; to take account of the coefficients 
calculated at each synchronization, on each round is 
also calculated an average coefficient for the correc-
tion of drift α : 

 

1
α +α

α =
+

k i
k

 

 
The coefficient k has values in the range {0, 

..., 9}; during the first 9 rounds is incremented by 1 for 
each round, then keeps the value 9 for the later rounds. 
This mechanism ensures that: 

– in round j with j ≤ 10, α is calculated as 
the arithmetic mean of αi  with i ≤ j ; 

– in round j with j > 10, α is calculated as a 
moving average, where the average coefficient ( α ) 
has weight 9/10 and the current coefficient ( αi ) has 
weight 1/10. 

In this way the algorithm has a reliable value of 
the clock drift even during the first timings, and the 
initial value of the moving average is quite accurate. 
The weight of the initial value on the value of б is 0.9 
eleventh round of synchronization, but since each 
round its weight is multiplied by a factor 0.9, becomes 
negligible (less than 0.1) around the thirtieth round; 
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which allows eliminate the influence of possible initial 
values of αi  imprecise in a relatively short time. 

The value of the virtual clock at the generic 
time t is calculated as follows: 

 

( ) ( ) 
= + 

α 

CS t
CVS t offset , 

 
where offset is the sum of the offsets calculated for 
each 1588. Let α to share because we have empirical-
ly found that the device used for the slave is faster 
than the one used for the master. 

The results, for example, can be appreciated 
through the following graph (fig 4): 

 

 
 

Fig. 4.  
 
 
V. CONCLUSIONS 

 
It was mainly of particular interest the pro-

gramming of a system in which the timing constraints 
were of paramount importance and, consequently, also 
the type of programming had to adapt to them, taking 
into consideration the various instructions that have to 
be used to perform the required procedures. The fol-

lowing evaluation of the results allowed us to con-
clude saying that they are acceptable, since it is a pro-
tocol adapted to a wireless communication system, 
remembering of course that the results obtained 
through the implementation of the protocol in 1588 on 
a wired system had better performance. 

It could be interesting a DCCS implementation 
on a wired system, so to compare the results with pre-
cision and analyze the discrepancy in performance 
between the two systems that would exploit on one 
hand the communication via USART and the SPIRIT 
modules on the other hand. 
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Abstract 

 
More than one hundred years have passed 

since the first man’s flight on plane. Today air travel 
has become an integral part of the transportation. Air 
companies of the developed countries dominate in this 
sector. However, recently there has been a strong rise 
of the aircraft industry in developing countries that do 
not experience serious economic consequences of the 
global crisis of 2008. In this situation, airlines of the 
developed countries should look for ways to keep the 
leading position on the market and reduce costs. 

 
 
I. RISE OF THE DEVELOPING COUN-

TRIES 
 
While the world is recovering from the global 

financial crisis that began in 2008 and airlines in de-
veloped countries suffer losses, developing countries 
are at the forefront, despite the difficult economic and 
market conditions. 

According to the data of the International Air 
Transport Association the net profit of the air compa-
nies was just $7.6 billion (1.2% of revenues) in 2012. 
[1], that is two times lower than indicators in 2010. [2] 
The developed countries suffer the biggest drop in 
profits, while the airlines of the developing countries 
are gaining more and more profits. For example, in 
2012 revenues of the Chinese airlines reached $22 
billion that is three times more than in 2011. 

Now the airlines of the Middle East, China and 
low-cost are coming at the forefront of the industry. 
According to research conducted by “The Boston 
Consulting Group” these airlines together will in-
crease the market share of long-distance carriers from 
one-third to half of the world’s share by the year 2020. 

The reasons of such growth despite the harsh 
conditions: 

– cost advantages. Costs are lower by 10–
20% than in other Asian airlines and 30–40% lower 

than for the international carriers of the developed 
countries; 

– taxation. This aspect is particularly notice-
able in the Middle Eastern countries. Low corporate 
tax promote investment in new fuel-efficient planes. 
Consequently, these countries enjoy reduced fuel costs 
and service; 

– increased demand due to geographical ad-
vantages. Middle Eastern countries may be involved 
in 60% of global flows, China – 45%, South Asia re-
gion – 30%.  

Transportation of passengers in developing 
countries is growing rapidly. In 2005 – 2010 Middle 
Eastern airlines increased passenger traffic by 
45 million people, having an annual growth of 11%. 
There are plans to increase passenger traffic in China 
from 1.1 billion to 2.5 billion per year in only ten 
years from 2010 to 2020. This will bring China to the 
second place after the United States. In India, this fig-
ure will increase three-fold – from 11 to 28 million 
people, in Indonesia it will quadruple – from 3.5 to 14 
million people. [4] 

Countries are actively engaged in increasing the 
frequency and the number of routes. Thus from 2009 
to 2012 Middle Eastern airlines established 55 new 
destinations in Europe, Asia and Africa, and increased 
frequency of departures by 25%. China was noted by 
more modest rates – 21 new destinations (mainly in 
Europe and Asia). However, the frequency of depar-
tures increased by 40%. Whilst airlines of the devel-
oped countries added only 8 new destinations of 
flights, and increased the frequency by 17%. 

On average, for each arriving aircraft in the 
Middle East there are 13 destination flights, in South-
East region and China there are 9 destinations. How-
ever, this rate in China has the greatest tendency to 
increase. 

Middle East and especially China are investing 
a lot of money in infrastructure for airports. China 
plans to build 50 new airports from 2010 to 2015. 
By 2020 in the three biggest airports in the Middle 
East the total passenger flow will be 160 – 220 million 
passengers per year, in China – 280 – 320 million pas-
sengers per year. New Beijing Airport will be the bus-
iest in the world, with the capability to transport up to 
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400 million people per year (currently 74 million), 
that is more than the capacity of the airport in the 
USA Hartsfield-Jackson Atlanta International Airport, 
the busiest airport at the moment in the world. 

 
 
II. REDUCING COSTS FOR MAINTE-

NANCE 
 
Aircrafts safely carry passengers over distances 

of 40 million miles every day. However, airlines can-
not cope with, at first glance, trivial things such as 
maintenance costs and downtime. 

Fuel costs are the highest costs in the aviation 
industry, whilst in second place, there are maintenance 
costs, on board services, call centers, and works on the 
ground that also have a significant portion in total 
costs. 

There is a number of disadvantages in airlines’ 
work, such as: 

– passengers wait for 30 minutes to get their 
luggage because only one worker is occupied with 
such a procedure; 

– skilled workers spend most of the time 
waiting; 

– workers in maintenance shops are occupied 
mostly with searching for the repairing parts but not 
with the repair itself. 

All that costs billions of dollars.  
There are ways to reduce costs through the re-

duction of maintenance costs and downtime. In order 
to reduce costs it is obligatory to use labor, materials, 
and assets more efficiently. It is necessary to enhance 
reliability and improve safety measures. 

One of the most striking examples is the com-
pany Toyota that uses efficient production technology 
without waste, where the whole working system 
works properly. There are standards of work and eve-
ry employee is busy and knows what to do. This ap-
proach is based on four principles: waste disposal, 
control of deviations from the standard, flexibility and 
full use of human talent. This is not a company that 
produces aircrafts or provides services in aircraft in-
dustry but the technology can be used by the compa-
nies that work in the aircraft industry. 

Table 1 shows the average time spent between 
the arrival and departure of aircraft, and saved time 
when the technology is used effectively, as well as 
ways to achieve effective use. 

 
Table 1  

The example of the effective use of time between flights for Airbus A320 [5] 
 Time spent between flights 

(minutes) Effective use 
Average time Effective use 

Disembarking 6:14 4:38 
Higher control over the passengers’ luggage. 
Fewer passengers return back to find their 
luggage 

Waiting till the cleaning 
crew enters the aircraft 0:24 0:18 Cleaning crew is ready to start working 

Cleaning of the aircraft 11:48 9:40 
The working process is standardized by time 
and cleaning processes. The equipment is al-
ways prepared in advance 

Waiting till the permission 
to board passengers is trans-
ferred to the personnel 

4:11 0 
Visual signal from the cockpit to the personnel 
when the plane is ready to take passengers on 
board, for example, a bulb lights at the ramp 

Waiting till the first passen-
ger enters the airplane 4:06 0 Active work of the crew to bring passengers to 

the gangway 

Passenger’s boarding 19:32 16:00 
The airplane crew helps passengers to put 
their luggage on the upper shelves, and also 
hints the direction to their seats. 

Waiting for the list with the 
passengers’ information 1:58 0:13 

The person that is responsible for the list with 
the passengers’ information follows the last 
passenger 

Closing the doors of the 
aircraft 0:57 0:09 Hostess is ready to close the aircraft’s door 

right after the last passenger 
The ladder is moved away 
from the plane 1:39 0:43 It happens right after the closing of the air-

craft’s door 
 

Total time spent 
 

52:18 
 

33:11 
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Another clear example where the effective sys-

tem can be applied is a maintenance shop. 
If there is a system of effective use, then there 

is an efficient schedule and standardization. For ex-
ample, everyone knows that, Airbus A320 will pass 
through the gate number 1 at a certain time, say, at 
three o'clock, and will leave 50 minutes later. 

The plane moves along the special marks on the 
floor. Managers have made a list of routine tasks of 
what should be done. This list is immediately trans-
mitted to mechanical engineers who will be engaged 
in repairing the aircraft. The details that are necessary 
for their work are delivered by the team responsible 
for the delivery. If there are non-routine tasks, the 
mechanical engineers instead of going down for de-
tails give a signal to the team responsible for the de-
livery, and that team delivers the necessary details. All 
data of the progress is displayed on the screen that 
helps the team to work effectively. The ultimate goal 
is to fix all the identified defects in 50 minutes. 

This approach requires skillful management 
that could exercise control over the proceedings, each 
task, and the effective use of resources in real time. 
Senior Manager can perform short daily meetings be-
fore the work starts so that every worker could under-
stand the task. Thus there will be a gradual improve-
ment process. 

Efficient technologies can also be applied in 
customer service during registration for the plane. The 
system can be based on the customers’ segmentation: 
most of them will be serviced routinely; the other part 
will be serviced by the qualified personnel. 

The application of effective technology is quite 
difficult and time consuming. However, the potential 

for their use is very large, and can lead to significant 
reductions in costs and increase in quality. 

Recent attempts by European and American 
companies to use these technologies have led to a re-
duction in overall costs by 5 – 10%, which indicates 
the effectiveness of this technology. 

 
III. CONCLUSION 
 
In the ever-increasing global competition 

among airlines it is urgent to seek new ways to reduce 
costs and increase customer base. Now, despite the 
recent global crisis the airlines of the Middle East, 
China and low-cost get a huge increase in passengers 
flow, trying to win as many markets as it is possible. 
However, any company will be faced with a threshold 
of passengers flow, and therefore it should look for 
alternatives, such as efficient technologies, which 
have already been implemented by the developed Eu-
ropean countries as well as by the United States. De-
veloping countries should think about that, because in 
some time they will have to face this threshold. It is 
very important for the companies in developing coun-
tries to be ready when the time comes. 
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Abstract 

The idea of acousto-optic self-tuning deflector, 
which automatically returns the position of the acous-
tic line, corresponding to the mode of Bragg diffrac-
tion feedback implementation is proposed. Features of 
sodium bismuthate’s double molybdate grown by new 
technology – low gradient Czochralski process are 
illustrated. 

 
I. INTRODUCTION 

 
Acousto-optic deflectors are used in variety of 

optical systems and laser radiation controlling sys-
tems. These systems allow real-time optical signals’ 
direction controlling and high-speed laser beam scan-
ning. 

There is one unsolved problem of deflector’s 
operation in Bragg diffraction mode and this problem 
is preserving diffraction mode i.e. acoustic line’s crys-
tal position preserving despite external influences. 

In this work one possible option of feedback 
implementation is considered. It allows preserving 
deflectors’ position by piezoelectric rotators. Using 
piezoelectric rotators significantly simplifies mechanic 
scheme of self-tuning deflectors and piezoelectric ro-
tators are much more inertialess than mechanical 
movers. Of course, one of the main criteria of such 
self-rotating systems operation is the initial setting of 
the deflectors in Bragg diffraction mode. 

In additional, new material of acoustic line 
crystal was investigated as well; it is sodium bis-
muthate’s double molybdate, grown by new technolo-
gy – low thermal gradient method. As it turned, this 
crystal has a number of differences from the sodium 
bismuthate’s double molybdate, grown by traditional 
Czochralski process, which makes it preferable for use 
in acousto-optical devices. 

 
II. BRAGG DIFFRACTION MODE 

 
If diffraction spectrum consists of two peaks, 

corresponding to values m = 0 and m = 1 (Fig. 1) it is 
Bragg Diffraction mode. 

 
 

Fig. 1. Bragg Diffraction mode 
 

First negative and higher order diffraction 
maxima are not available. The intensity of the first 
maximum is greater when the incident light is at an 
angle with the acoustic wave front, which satisfies the 
Bragg condition: 

Бsin 2θ = λ Λ  (1) 
where λ  – the wavelength of optical radiation, Λ  – 
the acoustic wavelength, Бθ  – the Bragg angle, i.e. 
diffraction occurs only with the formation of two 
peaks [1]. 

Bragg diffraction occurs at high frequencies at 
a large length of light and acoustic wave interaction. 
Before talking about the violation of the Bragg condi-
tion, the graphic dependence of reflection coefficient 
complex amplitude from the angle of light incidence 
θ  should be given [2].  

 
 

Fig. 2. Graphic dependence of reflection coefficient complex ampli-

tude 
2γ from the angle of light incidence θ  

As seen from the figure 2, the permissive vari-
ation is determined by the ratio of the wavelength of 
light to doubled elastic waves’ length. For example, 
exploring the interaction of HeNe-laser with 630 nm 
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wavelength with an acoustic wave in the order of 50 
microns in deflector, it appears that the varying quali-
ty of Bragg diffraction is observed only at an angle 
deviation less than 0.72 degrees. 

Any external influence, whether shaking or vi-
bration, can disturb the angle of light beam incidence 
on acoustic line at such small angles. So, we need to 
formulate the requirements for precision crystal corner 
self-tuning system. 

 
III. FEEDBACK AND ACOUSTIC 

LINE CRISTAL ROTATION SYS-
TEM DESCTRIPTION 

 
The author’s analysis of the existing mechani-

cal rotation systems found that the optimal choice to 
solve the existing problem is a piezoelectric system of 
angular offset. This system has a number of ad-
vantages (in comparing with mechanical motivators) – 
it has no mechanical parts, which is exposed by micro-
displacements due to shaking. Piezoelectric system of 
angular offset is formed as a disk mounted on a piezo-
electric motor with a passive rotor. The motor consists 
of several glued piezoelectric cylinders. Each cylinder 
is connected by sliding contacts. Radial oscillations, 
electrically excited in the disks, create a variable force 
F, normal to the surface of the disc in contact with the 
plate. Components of this force Flong and Fbend generate 
longitudinal and bending oscillations, which form the 
trajectory of the contact point (see Fig. 3) [4]. 

 

 
 

Fig. 3. Schematic drawing of the piezoelectric system  
of angular offset, consisting of two piezoelectric cylinders connect-

ed to the sliding contacts 
 

Feedback for the acoustic line’s geometric po-
sition angle auto-tuning can be implemented in the 
following way: fixing diffraction peak collapsing by 
two spaced photodetectors. Device’s scheme that im-
plements this method is shown on figure 4. 

 
 

Fig. 4. Device’s scheme 
The following notations are used on the fig-

ure 4: 1 – Acoustic line; 2 – Piezotransducer; 3 – Ab-
sorber; 4 – Control voltage source; 5 – First photode-
tector; 6 – Second photodetector; 7 – The photodetec-
tor’s signal processing unit; 8 – Piezoelectric system 
of angular offset; 9 – Semitransparent parabolic mir-
ror. 

Device that implements this method has al-
ready been set as patent’s application basis and been 
sent to ROSPATENT on December 21, 2013. 

 
IV. SODIUM BISMUTHATE’S DOU-

BLE MOLYBDATE CRYSTAL 
 
Acousto-optic deflector, discussed in this pa-

per, has an acoustic line, made of sodium bismuthate’s 
double molybdate grown by new technology – low 
thermal gradient Czochralski process. NaBi(MoO4)2 
has has substantially the same acousto-optic effective 
as crystal PbMoO4. Lead ions replacement, causes a 
significant reduction of thermomechanical damage, 
and consequently, makes the NaBi(MoO4)2 crystal 
more technologically advanced with comparison to 
PbMoO4 crystal, because of smaller ionic radius of 
sodium and bismuth in comparison to lead. 

Sodium bismuthate’s double molybdate is al-
most completely similar to the crystal lead molybdate 
PbMoO4, but in contrast to it NaBi(MoO4)2 can with-
stand large temperature changes during processing 
(cutting and polishing). Unlike developed crystal bis-
muth sodium molybdate, some crystals of lead molyb-
date destroyed right in glugs. They cannot be cut into 
shapes for acoustic lines. Elements require additional 
annealing, what complicates the manufacturing tech-
nology of acousto-optic devices. 

Sodium bismuthate’s double molybdate can be 
well sawn and polished and requires no additional 
annealing. Crystal can be grown large enough – 40 
mm in diameter (see Fig. 5). 

This crystal of sodium bismuthate’s double 
molybdate was grown by new technology – it was 
grown by low thermal gradient method in Nikolaev 
Institute of Inorganic Chemistry, Siberian Branch, 
Russian Academy of Sciences. (Novosibirsk) [3]. This 
method allows to create crystals with high structural 
perfection, and this was not available formerly with 
using ordinary Czochralski process.  

 

 
 

Fig. 5. NaBi(MoO4)2 crystal photo 
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Low gradient Czochralski process is signifi-

cantly different from the traditional Czochralski pro-
cess: 

– the temperature variations in the melt 
which causes inhomogeneity of the crystal, becomes 
negligible; 

– thermal tensions are reduced to a level, 
where they do not occur structure defects forming in 
crystals; 

– ceed-holder rod input through the pipe, 
which plays the role of “diffuse gate”, (and reduction 
of local overheating of the melt) suppresses the pro-
cesses of decomposition and evaporation of the melt; 

– gas inclusions do not result in increasing 
the density dislocation and tensions, and they often 
constitute a negative crystals (cavities that have facet-
ing, equivalent to crystal matrix); 

– layered growth mechanism becomes 
dominant, the crystallization front is almost always 
fully faceted. 

It should be noted, that the gradient’s reduction 
improves the working conditions of the heating ele-
ment and increases its service life, since the same melt 
temperature of the heating element temperature in a 
low gradient is lower than for traditional version of 
Czochralski process. In addition, due to the suppres-
sion of melt evaporation, heater is well protected from 
interaction with the chemical elements that make up 
the melt, and the melt is protected with a cover and 
pipe from volatile compounds released from the heat-
er. 

For example, crystals of 4/m class, (it is dou-
ble-bismuth molybdate class), the matrix of elasticity 
coefficients in the crystallographic axes XYZ has the 
form: 

 
11 12 13 16

11 13 16

33

44

44
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 − 
 
 
 
 
  
 

C C C C
C C C

C
C

C
C

. 

 
These elastic coefficients are: C11 = 10,674; 

C33 = 8,84; C44 = 2,57; C66 = 3,576; C12 = 5,197; 
C13 = 3,565; C16 = - 1,133. 

Values are given in units of 10-10 N/m2 
X-ray analysis of two crystals NaBi(MoO4)2 – 

traditional and grown by the low thermal gradient 
Czochralski process was conducted. 
 

 
Fig. 6. X-ray structure analysis results 

 
As follows from the X-ray analysis (see 

Fig. 6), the crystal grown by low thermal gradient 
Czochralski process has a larger index с of the crystal 
grating than the crystal grown by traditional Czochral-
ski process [3]. 

 
V. ACOUSTO-OPTIC DEFLEC-

TOR’S NUMBER OF RESOLU-
TION ELEMENTS CALCULA-
TION 

 
The main parameter of acousto-optic deflector 

is the number of resolution elements N. It corresponds 
either to the number of resolution frequency in the 
Fourier transform plane, or the number of resolution 
elements in the image plane. Number of resolved ele-
ments N can be defined as the ratio of the maximum 
deviation angle Δθ to the angular divergence of the 
optical beam λ/D, where D – diameter of the beam: 

∆θ
=

λ
DN  (2) 

As 
λ∆

∆θ =
f

V
 (3) 

= τ
D
V

 (4) 

then 
= τ∆N f  (5) 

i.e. N equal to the product transit time τ of the acoustic 
wave through the aperture of the optical beam D and 
bandwidth Δf. Therefore, it is necessary for deflector 
that the ratio of the angular divergence of the acoustic 
and optical waves was much smaller than one, i.e. 

1
δθ

α = <<
δθ

opt

ac
. 

High-resolution devices require to have N as 
large as possible, but the value of N is limited by the 
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geometrical dimensions of the crystals and the acous-
tic damping. The first limiting factor is the geometric 
maximum permissible length of the acousto-optic de-
flector D. 

Ratio N = τΔf, can be represented as 

2
=

Λ
DN  (6) 

where it is assumed that the relative band is maxi-
mum, i.e., Δf = f0/2. 

Another restriction of the number of resolution 
elements can be set by considering the geometry of 
the beam divergence. The equation, which relatives 
the length L from the transducer in the near field dis-
tance (equivalent to D) to a point at half-power level 
(approximately 3 dB) – is 

2

2
=

Λ
LD  (7) 

Since the size of the acoustic beam in the scat-
tering plane is 

2Λ
2

=
n QL

πλ
 (8) 

number of resolution elements are defined as follows: 
2Λ

4
 =  
 

n QN
πλ

 (9) 

The third principle restriction is the attenuation 
of the acoustic wave in the deflector, which can also 
be represented as a function of the acoustic wave-
length Λ0. If the attenuation at a frequency of 1 GHz, 
in decibels per unit of length is equal to γ, then the 3 
dB attenuation corresponds to 

2

0

3 Λ
Λ

 
=  γ  

D  (10) 

where Λ0 – acoustic wavelength at 1 GHz. Substitut-
ing (9) into (5), we obtain the number of resolution 
elements 

2
0

1,5Λ
Λ

=
γ

N  (11) 

Number of resolved elements, limited to these 
three independent parameters, is shown on figure 7 as 
an acoustic wavelength function. 

The maximum number of resolvable beam’s 
positions corresponding to the lower point of intersec-
tion of curves described by (6), (7) and (8). Plotting 
the dependence of the product of time bandwidth of 
the wavelength by choosing the material acousto-
optical interaction in these expressions we can find 
operating frequency or length of the acoustic wave, 
and all other parameters.  
 
 
 
 
 
 
 

 
 
 

  
 
Fig. 7. Number of resolution elements N for NaBi(MoO4)2 crystal 

depends on wavelenth Λ 
 

After a preliminary calculation we can define 
the requirements for the deflector’s driver: the operat-
ing frequency or tuning range, output power and addi-
tional control functions of the output signal, served on 
an acousto-optical device. 

 
 
VI. CONCLUSION 
 
This paper shows what requirements limit 

Bragg diffraction mode preservation, which add-ons 
are necessary to make the optimal Bragg diffraction 
mode save as well as consider how they work. The 
most preferred system of crystal rotation was de-
scribed. 

Sodium bismuthate’s double molybdate grown 
by new technology research allowed to find, that the 
crystal has a bigger index с of the crystal grating than 
the crystal grown by the traditional process. 

Maximum number of resolvable beam posi-
tions calculated and shown, this important parameter 
of acousto-optic deflector may depend on 
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I. INTRODUCTION 

 
Development of devices used for detection of 

atmosphere inhomogeneities and tracking the move-
ments of dense atmospheric meteorological for-
mations, requires mathematical, in particular simula-
tion models of these atmospheric processes. This in-
clude atmospheric formations caused by human activi-
ties – clouds of pollutants, dust clouds, etc. 

This paper presents mathematical and imita-
tional models of echo signals of atmospheric inhomo-
geneities in the centimetre range of electromagnetic 
waves. Dense meteorological formations of natural 
origin (rain, snow, hail, dense fog), and clouds (artifi-
cial harmful atmospheric emissions, smoke screens, 
etc.) are considered as inhomogeneities. 

 
 
II. MATHEMATICAL AND SIMULA-

TION MODELS OF ECHO SIGNALS 
OF ATMOSPHERIC INHOMOGENE-
ITIES 

 
In constructing mathematical model of fluctua-

tions of the echo signals of atmospheric inhomogenei-
ties we should take into account the fact that, the echo 
signals of inhomogeneities in the centimetre range are 
narrowband and spectrum of its fluctuations can be 
considered symmetrical with respect to the carrier 
frequency of probing signal. This fact allows us to 
consider two quadrature process defined, regarding 
the carrier frequency (taking into account the Doppler 
corrections), as two independent processes. 

Thus, it is necessary to define and build a 
mathematical model of two quadrature random pro-
cesses (processes or random fluctuations of the initial 
phase and of the envelope). In practice, often only 
statistical properties of the envelope process or its 
square are known. In this case, the experimental data 
allows us to determine the one-dimensional distribu-
tion law of the envelope of signal spectrum, width of 
spectrum fluctuations and the frequency correspond-
ing to the spectrum mode, the rest of the characteris-
tics are determined by the physical model adopted to 
describe the reflection of electromagnetic waves [1]. 

Based on the above, the observed echo signal of 
atmospheric irregularities can be written as 

( ) ( ) ( ) ( )0cos , = ω +ω −ϕ gS t A t t t  (1) 

where ( )A t  and ( )ϕ t  – random processes, describe 
an envelope fluctuation and the initial phase of the 
echo signal, ω0 – carrier frequency, also can be con-
sidered as an intermediate frequency of locator receiv-
er) , and ωg  – the Doppler correction to the carrier, ωg 
is proportional to the radial velocity of the wind Rv . 

For modeling the device of optical observation 
of atmospheric inhomogeneities, we need to define 
quadrature of process ( )U t  and ( )V t  relative to ω0. 
Then we get 

 

( ) ( ) ( ) ( )( )
( ) ( )( )
( ) ( )( )
( ) ( )

0

0

0

* *
0 0

cos

cos cos

sin sin

cos sin ,

= ω +ω −ϕ =

= ω −ϕ ω +

+ ω −ϕ ω =

= ω + ω

g

g

g

S t A t t t

A t t t t

A t t t t

U t t V t t
(2)

  

 
where * means that that quadrature ( )*U t  and ( )*V t  
are defined not relative to the central frequency 

0ω +ωg , but relative ω0, when 0=Rv , 0,ω =g  
( ) ( )* ,=U t U t  ( ) ( )* .=V t V t  

Atmospheric inhomogeneities are volumetrical-
ly distributed objects, which can be represented as a 
large collection of independent elementary reflectors. 
Such a physical model leads to a normal distribution 
and quadrature, respectively, to the Rayleigh distribu-
tion of the envelope, this conclusion is confirmed by 
experimental data. As for the correlation and spectral 
characteristics, they were only research for envelope 
of echoes signals of atmospheric inhomogeneities. As 
a curve approximating the spectrum of the signal a 
variety of curves are usually used. Most often shifted 
Gaussian curve is used, where shift is determined by 
the Doppler frequency. Real spectre of reflected sig-
nals may differ from such an approximation. There-
fore, to build simulation model we will take the Ray-
leigh law of the signal envelope and will not make any 
restrictive assumptions relative correlation and spec-
tral properties. This will help to bring the results of the 
simulation of devices to the real conditions of their 
work. Simulation model of atmospheric inhomogenei-
ties is determined by the modeling algorithm of fluc-
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tuations of vector quadrature ( )* *U ,V  or amplitude-

phase vector ( )Α,ϕ . We will construct quadrature 
simulation model. Conditional distributions 
( )1 1, / ,− −k k k kw U V U V are normal. Given a correla-

tion function ( ) ( )τ = τu vR R  at a wind speed 0=Rv , 

i.e. in the case of 0ω =g . Then, because of the inde-
pendence of the vectors U and V, correlation matrix 

2kD  of normal density distribution ( ),k kw U V  
when 0=RV  can be represented in the block form. 

 
( )

( )2

0
,

0
=

U
k

k V
k

D

D
D                          (3) 

 

where ( ) ( )=U V
k kD D  – matrix of correlation coeffi-

cients of echo signals quadrature. 
Conditional distributions of random variables 

kU  and kV  are normal, and with the block matrix 

2kD , parameters of their conditional density of dis-
tribution are given by similar expressions given in [3] 
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where ,′ ′k kU V  – conditional means, 2 2′ ′σ = σ
k kU V – 

conditional dispersions of quadrature, ( ).
,i kD - cofactors 

of the corresponding elements of the matrices 
( ) ( )=U V
k kD D . Hence, taking into account the in-

dependence of vectors Uk and Vk, we get a simulation 
model of signals of atmospheric inhomogeneities 
when 0=Rv . 
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(5) 
where ξk  and  , 1, 2,...,η =k k  jointly independent 
normal random variables, each of which is normally 
distributed with zero mean and unit dispersion. 

Taking into account that 
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where ∆t  – interval between samples of a continuous 
signal. After transformations we obtain a simulation 
model for 0≥Rv  
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Expression (7) completely determines the quad-

rature simulation model of atmospheric inhomogenei-
ties.p 
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Abstract 

Wireless Sensor Networks (WSNs) with trans-
mit-only nodes defines an attractive scenario due to 
their low cost production and deployment and energy 
efficiency. This kinds of networks need to transmit 
different type of data with low bit-rate, low power 
consumption and a simple protocol that support only 
transmit nodes. Due to the low price needs, the proto-
col must be simple, so it can be implemented into pro-
cessor or microcontroller with limited computing re-
sources. This study presents a WSN with pure trans-
mit-only nodes and a simple protocol that allows 
transmission of different kinds of data in a compact 
frame to support a low bit-rate of wireless cannel. The 
scenario is a single-hop network that allows transfer-
ring different kinds of sensed data. This work also 
proposes an implementation of the protocol on a8-bit 
microcontroller (STM8S) and a really simple and 
cheap radio transceiver that provide a low bit-rate 
and low power transmission on 433 MHz ISM band. 

Index Terms – Wireless sensor networks, 
transmit-only node, Internet of things, data communi-
cation, low power 

 
 

I. INTRODUCTION 
 
WSNs represent a very interesting scenario and 

it is a fundamental part of IoT [1]. The objects inter-
connection capabilities and their ability to measure 
environmental parameters and transfer them to sink 
node represent the main features of IoT. Wireless 
communication mechanisms support in a best way the 
interconnection capabilities of objects. In the last 
years wireless communication systems are grow up in 
number and types. The high diffusion level of wireless 
communication systems has cut down production cost 
of the transmission devices. WSNs scenario is useful 
for modern agricultural systems such as precision ag-
riculture [2, 3] and Body Area Networks [4]. General-
ly, a wireless communication system needs a battery 
power supply, so it is necessary to identify a low pow-
er device and communication mechanisms that may be 
support energy harvesting [5]. It is necessary to perva-
sive distribute a large number of device in the envi-
ronment, this involves that low power feature must be 
combined with the low devices cost. In order to sup-
port low price and power, the target devices for WSNs 

have a low computing capacity, so the communication 
mechanism must as simple as possible to easily im-
plement it in a different kinds of devices. 

The wireless scenario involves different kinds 
of problems:  

– protocols and managements issues [6], it 
is necessary define right network mechanisms and 
protocols that support low bit rate, different devices 
and low computing capacity;  

– systemic and electronics issues, the hard-
ware of the system must provide a good combination 
of device’s cost, power consumption and price;  

– radio modulation, the radio physical level 
must be provide efficient modulation strategy to re-
duce power consumption and/or increase link budget. 

The overall system cost affects the adoption of 
the technology. A good piece of cost depends on 
communication transceivers used to provide wireless 
communication channels. In order to reduce system 
cost transmit only nodes have received increased at-
tention. This kind of node generally transmit data to a 
sink node in a single hop network topology. The 
transmit-only node provided data must be have low 
Quality of Service needs because it is impossible 
guarantee that data are delivered to the sink, the only 
way to define data reliability is retransmission. The 
transmit-only node allows defining simple mecha-
nism, reducing power consumption and cost of device, 
so represent a good solution for WSNs. 

Transmit-only node scenario is widely ana-
lysed from different point of view [7, 8] but in gen-
eral, it is provide a mesh scenario with fully equipped 
node. This scenario allows a handshake between fully 
equipped nodes that allows a transmission schedule 
that optimize global network performance. Some 
study consider the transmit only node into the network 
topology [9, 10] but propose a mixed scenario in 
which there are transmit-only and fully equipped 
nodes. The mixed scenario generally defines two level 
of QoS, high level scheduled transmission between 
fully equipped nodes (in general there is a node master 
that schedule transmission when the channel is empty) 
and low level QoS transmission for transmit-only 
nodes. The protocol described in this study is imple-
mented in a PURE transmit only scenario and provide 
an efficient mechanism that allows transferring of 
different kind of data for each node. Each node may 
communicate different kinds of data in the same 
communication with optimized overhead to respect 
the low bit rate constraint of the general WSNs wire-
less links. 
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The paper is organized as follow. Section II 

provide a description of proposed PulseNET proto-
cols, the section provide a description of communica-
tion structure and a description of process to provide 
network management and data exchange. Section III 
presents a real world implementation with low-power, 
low-cost and low computing capacity hardware mod-
ule. The implementation is deployed on 8-bit micro-
controller (STM8S) and use a 433 MHz radio trans-
ceiver that provide AM-OOK modulation with low 
power consumption. Section IV provide a description 
of test and measure that validate the protocol features 
and functionality. 

 
 

II. PULSENET 
 
PulseNET is a transmission protocol that pro-

vide a single hop wireless communication and support 
pure transmit-only node networks topology. The pro-
tocol allows data transferring of short data (like sensor 
data) and provide a set of features to support different 
types of data. The supported data may be differ for the 
format and for the timing. The protocol has a target to 
define a efficient way to transfer sensor data. 

 
A. Application Scenario 
The network scenario is composed of a lot of 

transmit only nodes that acquire data from different 
wired connected sensors. Each sensor acquire envi-
ronmental short data like temperature, pressure, etc. 
Fig.1 describes networks topology. The Sink node 
collects data from all transmit nodes inside its radio 
coverage. The sink node does following tasks: 

– collects data from transmit node;   
– evaluates collision probability; 
– finds non reachable nodes.  

 
B. Protocol 
The PulseNet protocol provides following fea-

tures:  
– high protocol flexibility and extensibility; 
– carry different kind of data together; 
– high frame efficiency; 
– payload with variable length. 
To implement the above features PulseNET de-

fines two protocol levels. DLL manges physical data 
format. Application layer that support data transfer-
ring. 

PulseNET is a unidirectional protocol without 
confirmation. In this scenario the transport layer, in-
ternet layer and other ISO/OSI layers are not useful. 

 

 

 
Fig. 1. Network Scenario 

 
 
C. Data link layer 
Data link layer provide a frame model that di-

rectly send to the radio channel. The frame consist of 
an header that identify the source node and carries 
node status informations, a variable length payload 
(1÷256) to transfer application data and a CRC to ver-
ify frame. Fig. 2 show the frame format. The frame 
header contains information about frame sequence and 
protocol version (CL). 

 

 
D. Application layer 
The application layer define all the functions to 

register and transfer data from sender to the sink node. 
Application defines two networks phase. Registration 
phase in which a transmission node send information 
about data format and timing of data collected. Data 
phase in which a transmit node produce data collected 
from the sensors. 

A registration packet encapsulate some infor-
mation about the data characteristics. The packet for-
mat define a packet header that define a packet type 
and the number of data variable that node want to reg-
ister. After the header the protocol defines a variable 
number of registration record. Each registration record 
allows to describe a variable that node wants to trans-
mit. Each variable is completely defined through this 
record that contains, a particular field (IL) that de-

Fig. 2 Protocols Layers 
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scribe variable and information about variable sched-
uling. IL field (Fig. 3) contains information about da-
ta, in particular it provides a data identifier (5 most 
significant bit of IL) and the data size in byte with 1-8 
range (3 less significant bit of IL). The TP field pro-

vide a transmission period instead TMR represent a 
maximum time deviation from TP, so a sender may be 
send a variable each TP but in order to decrease the 
collision probability it transmits with a random time 
between TP and TP + TMR.  

 

 
 

Fig. 3: Network  Encapsulation Process 
 

The data packet has same format of registra-
tion. It defines a packet header and a set of data rec-
ord. A data record  contains acquired sensors data in 
detail it carries a IL fields, a NRT that represent the 
pre-calculated time deviation of next packet that will 
carry this data, and the measured data. The NRT field 
provide a way to define a receiver sleep process, be-
cause the receiver know the next arrival time so it may 
be switch off itself to provide energy efficiency. The 
NRT also provide a useful information to estimate 
collision probability between packets from different 
nodes. 

 
E. Transmit Process 
The transmit process is really simple. Each 

node must provide two functionalities: variables regis-
tration and data communication. The switch between 
the two operational modes may be managed through 
external events generation like button pressure. In the 
data communication phase the transmit node will also 
provide a NRT for next packet randomly between 0 
and TMR, this value must be encapsulate into data 
record. 

Before each frame the transmit process send a 
preamble in order to synchronize the receiver. The last 
preamble byte is a start byte that define the start of the 
frame. 

 
F. Receiver Process 
The receiver process is more complex them the 

transmitter. The receiver must manage data from all 
transmit nodes and all variable for each node. It also 
verify the network status. 

 

G. State diagram 
In order to formalize frame receiver process 

PulseNET receiver defines a State Diagram shows in 
Fig. 4. Each state except wait_start implement a 
timeout mechanism. This timeout improve receiver 
robustness because allows to exclude data become 
from other source that transmit on the same wireless 
channel. 

As described in state digram the receiver wait 
for start byte. When sink receive a start byte it goes to 
the receive_header state in which the wait for the 
header. When the header are completely received the 
process check the header correctness and if it is cor-
rect go to the receive_payload status. The sink persists 
on this state while receiving payload. When the pay-
load become completed the receiver wait for the CRC. 
The last state verify frame CRC and send an indica-
tion to the upper layer.  

 

 
 

Fig. 2. Receiver State Machine 
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H. Application 
Application level provide the packet data inter-

pretation, after this it persist the extracted data. In or-
der to store data the receiver define a specific structure 
that allows data storage. 

Fig. 5 shows data memorization structure. The 
receiver needs to define a structure for each node that 
want to manage. 

 

 
 
Each DB elements maintain information about 

data and also management information. Db_status 
field define the data status on the DB of node with ID. 
The status can be EMPTY if the structure is unused, 
VALID if the structure provide a valid node’s data 
and DEATH if the structure maintains data of non-
reachable node. last_frame_time represent the last 
frame timestamp. 

 
 
I. Node dead algorithm 

The node status become DEATH when the sink node 
could not reach a node. A node become unreachable 
according the number of frame not received by the 
sink. In particular the sink define a parameter that rep-
resent the number of transmission lost before to set the 
node DEATH. The algorithm is based on time consid-
eration. A node could be transfer different variables so 
receive process define the “node dead” when it wait 
for a time >= of minimum variable transmission peri-
od (min_tc_perido). 
 
 

III. IMPLEMENTATION 
 
This section presents an implementation of 

PulseNET protocol. The implementation’s purpose is 
to show a real protocol’s performance on low-power, 
low computing capacity hardware architecture. In de-
tail this study describe a c-language implementation 

on really simple and cheap devices. The hardware 
implementation allows to check all protocol’s fea-
tures. 

 
 

A. Hardware 
The selected hardware respects following 

properties: low-power consumption, really simple 
processor’s architecture and low-price of hardware 
components. 

The hardware architecture consists of a two 
main modules: the transmitter and the receiver. In 
both hardware part the selected processors is STM8S, 
8-bit microcontroller provided from ST Microelec-
tronic. The selected transceiver are low-price modules 
that provides AM-OOK modulation on the ISM band 
of 433 MHz. The transmission transceiver supplies a 
radio power of 10 mW. Fig. 6 shows the implemented 
system. 

The microcontroller is connected to the trans-
ceiver with a serial UART. The implementation use a 
UART bit rate of 600 bps. 

 
 

 
 
 

B. Software organization 
PulseNET protocol can be easily implemented 

on different kind of devices. In order to provide soft-
ware portability the protocols layers are developed as 
external library to integrate into platform dependent 
software. The library does not use platform dependent 
library. All library code respect ANSI C specification. 
All protocol’s structures are declared on specific layer 
header files. 

The implementation defines two header files 
one for each protocol layer. An interesting feature is 
the c union usage to map frame and packet field. The 
union is really useful for IL field and other bitmask 
field. 

Following an example of union usage into the 
implementation: 

 
Fig. 6. Hardware 

Fig. 3 Receiver, DB structure 
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/** 
 * IL field of packet record. 
 * This field allows identifying the variable  
 * to send/register and its length in bytes. 
 */ 
typedef struct PN_APP_IL_FIELD { 
 union { 
  unsigned char field; 
  struct { 
   unsigned char length:3; /**< Variable length in bytes */ 
   unsigned char id:5;  /**< Variable identifier */ 
  }; 
 }; 
}pn_app_IL_field_t; 

 
C. Death node implementation 

Death node process is a platform dependent 
task. The software uses a timer based strategy to veri-
fy node status. The strategy adopts next_check_time 
parameter provided from the DB (Fig. 6). For each 
DB persisted nodes the parameter takes following 
value: 

 
1 1 1 1min= ∗next check time tx period N      (1) 

 
where N – number of frames not received consecu-
tively. 

For each received frame the receiver calculates 
the next_check_time (NCT) according (1). After the 
first frame reception the NCT has a time period value 
that is N times the period of the most frequently 
node’s variable. The software implement an interrupts 
based process that uses a timer to decrement the NCT 
value. If NCT assumes a 0 value then the receiver 
suppose that the transmitter does not send N frame 
consecutively so it set the node’s status to DEATH. 

 
D. Transmitter implementation 

The transmitter can be send two types of pack-
ets: registration packet and data packet. The imple-
mentation suppose two transmission phase. A registra-
tion phase in which the node transmits only registra-
tion packets and a data phase in which the node 
transmits data packet according the variables period. 
The phases switch is controlled through the button 
pressure event. 

Led of the STM8S development board is used 
to communicate the transmitter status. When the led 
are in blinking status the transmitter is in registration 
phase. When led is fixed the transmitter is in data 
phase.  

 
E. Debugger 

In order to debug the receiver functionality the 
software provide output on STM8S UART port. The 
receiver send on serial port following information: the 
right frame receptions, frame header error, frame CRC 
error, transmitter status change and DB status. The DB 
status are send on serial port when the STM8S receive 
a button event, other information are printed automati-
cally. 

 
IV. TEST AND MEASURES 

 
This section show a set of test to verify proto-

col features and capability. The implemented protocol 
work right on the systems. The test performed check 
also node death routine that work well with the pro-
posed solution. 

To evaluate the radio performance the study 
present a set of measure that shows the protocol capa-
bilities. 

 
A. Radio performance 
Scenario: 
• 1 Transmitter 

o Data burst of 100 frames 
o Wait time between two frame 50 ms 
o Frame length 16 byte 
o Bitrate: 600bps 
o 2 preamble bytes 
o 1 start byte 

• 1 Sink node 
The test are performed at different distance to 

evaluate the radio performance. Fig. 7 shows the re-
sult. The system pro-vide a really short range trans-
mission. In detail the transmission are reliable inside a 
10 m of radius from the sink after this the system loss 
more than 30% of data. Over 20m of distance the per-
formance rapidly decrease and after 30m the sink does 
not receive any packets. This performance are justified 
from the low radio transmit power and the low price 
of transceiver module. The performance may be im-
proved through an impedance matching of antenna. 

 

 
 

Fig. 7 Range Measure performance 
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Abstract 

Simulation algorithms of reflected by a sea sur-
face the radar signals are considered in this paper. 
Such algorithms are necessary in design of onboard 
radio-electronic complexes case, especially in case of 
seminatural equipment simulation and in case of de-
bugging the onboard computing systems software. 

 
 

The characteristics of the multi-channel radio-
electronic complexes, that contain difficult non-linear 
devices and instruments, are determined with the help 
of mathematical simulation computer methods. Thus it 
is necessary to construct simulation models of all in-
put signals of devices, and implement algorithm of 
data handling. If simulation models are constructed on 
the basis of the experimental data, the method of 
mathematical simulation, in fact, is the machine ex-
periment that allows to receive “experimentally” char-
acteristics of quality of designed devices and instru-
ments for situations which are close to real operating 
conditions of created equipment. 

Methods of mathematical simulation have 
found a broad application in modern technical systems 
research, for example in case of sea surface observa-
tion for the purpose of timely detection of its pollution 
(oil spill, etc.). It has become possible due to the rapid 
development of electronic computing machine equip-
ment, especially personal machines development, al-
lowing to carryout the analysis of difficult systems for 
the rather short terms. The synthesis simulation algo-
rithms tasks in the software of the modern computers, 
their inclusion in standard libraries and the connection 
of the appropriate software products to widespread 
application program packages, are the questions of 
exceptional importance.  

The simulation with use of mathematical, semi-
natural and simulation models allows to carryout 
complex research of technical systems, impossible in 
case of full-scale tests to solve the exceptional com-
plexity problems, unavailable to analytical methods 
[1]. For the modern difficult non-linear dynamic in-
formation measuring systems and management sys-
tems the similar problem is solved only by methods of 
statistical modeling with use of the modern computers. 

Simulating complexes became a powerful and 
universal remedy of difficult information and measur-
ing and controlling systems research. Nearly all types 
of simulation are applied practically оn complexes. 
Complexes creation problems, the simulation process 
organization on them, task of analog-to-digital simula-
tion are very difficult and knowledge-intensive, there-
fore in this paper authors were restricted to reviewing 
of sea surface simulation models. These models were 
used in case of mathematical and seminatural simula-
tion of perspective onboard systems and had showed 
the efficiency in case of the solution of practical ques-
tions of engineering. Models allow define characteris-
tics of considered options of creation of equipment 
before its real creation [2]. 

For a simulation model of a sea surface the set 
of parameters can be defined as a set of counting of 
the reflected signal envelope – vector LA , where L 
dimensionality of a vector (number of countings). For 
frequency distribution curve of a vector LA  we will 
accept multivariate normal logarithmic frequency 

( )Lw A curve which is most often used in case of the 
description of fluctuations of the signals reflected by a 
sea surface [2]. 

For algorithm of simulation of a vector LA  it 
is necessary to calculate the conditional frequency 

1( / )−L Lw A A  curves, for 2,3...=L . In general case 
for 2≥L  1( / )−L Lw A A  stated as [3]. 
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Parameters ′LA  and ′σL  are associated with 
energetic characteristics of the reflected signals and 
observation of a sea surface conditions of the expres-
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sions given in [2, 3]. Values , 1, ,−l L L LD D D  – matri-
ces’ determinants composed of logarithm coefficients 
correlation of signal envelope counting’s. The ele-
ments of these matrices are defined by the empirical 
dependences given in [3]. 

The simulation model of a signal of a sea 
background is defined the same as in [3] 

( )
1

,

11

exp

exp ln ,
−

−=

′= ⋅ σ ξ =

 σ
= ⋅ − + σ ⋅ ⋅ξ 

σ  
∑

L L L L
L

l L lL L
L L L

L l l Ll

A A

D A D
A

D A D

   (3) 

in case 1=L  of it is necessary to suppose 1 1′ =A A  
and 1 1′σ = σ . The algorithm (3) allows to simulate 
envelope fluctuations in case of arbitrary spatially 
temporal correlative function, but complexity of algo-
rithm increases in process of increase in the next esti-
mated counting of an envelope. Except this shortcom-
ing which is a consequence of universality of algo-
rithm, practical difficulty of its usage consists as well 
in absence of reliable experimental data according to 
spatially correlative characteristics of signals. 

For conditions of sea surface observation in 
case of small angles of sighting, it is possible to con-
struct more effective (high-speed performance) algo-
rithms of simulation of the countings that use only a 
sections of space-time correlative function. Thus it is 
necessary to use double-index recordings of a set of 
envelope countings of the reflected signal, i.e. vector 

LA  represents in the form of the matrix ×N MA . Ma-
trix ×N MA  lines represent countings in a strobe of the 
receiving device of onboard system, and columns - the 
separate temporal line items of a strobe watched se-
quentially in time. 

The signal model of a background simulation 
in case of these restrictions can be introduced in the 
form 

( ) ( )( ) ( ) ( )

( ) ( )( ) ( ) ( )

( ) [ ] [ ]

1

, , ,1 1,
1
1

, , ,, 1 1
1

, , ,

/ / ,

/ / ,

exp , 1, , 1, ,

−

− −
=
−

− −
=


η = − η + ξ


 = − + ξ



= ⋅ σ ∈ ∈



∑

∑

j
П П П П

i j i l i jjj jl j
l
j

B B B B
i j l l i jp i ii i

p

i j i j i j

D D D D

h D D h D D

A A j M i N

 (4) 

where ( ) ( ) ( ) ( ) ( ) ( )
, ,1 1, , , , ,− −
П П П В В В

i j j i j jj jD D D D D D  – the ma-

trices’ determinants composed of the correlation coef-
ficients of the spaced along space and time coordi-
nates signal envelope samples logarithms.  
Relevant empirical relationships given in [4].  

From the expressions (4) the algorithm for 
calculating the next value ,i jA  follows - line by line 

calculation of matrix elements ×N MA .  

Step 1: Vector ( )1 1,1 1,2 1,ξ , ...= ξ ξ ξ M  for-
mation - vector of normally distributed independent 
random variables with zero mean and unit variance.  

Step 2: Vector ( )1 1,1 1,2 1,η , ...= η η η M  calcula-
tion.  

Step 3: Vector ( )1 1,1 1,2 1,, ...= Mh h hh  calcula-
tion.  

Step 4: Vector ( )1 1,1 1,2 1,, ...= MA A AA  calcula-
tion.  

Step 5: Vector ( )2 2,1 2,2 2,ξ , ...= ξ ξ ξ M  is for-
mation, and so etc 

As a result of the random variables 
[ ] [ ], , 1, , 1,∈ ∈i jA j M i N  are given the average values 

given by the dispersion and given space and time cor-
relation functions. 

The resulting algorithm is rather complex, 
but here, in contrast to the algorithm defined by the 
expression (3). The number of operations during the 
next calculation ,i jA  decreases due to several causes. 
Firstly, the coefficients of the algorithm (4) for the 
vectors [ ]η , 1,∈i i N calculation are computed only 
once. Secondly, the coefficients of the vectors 

[ ], 1,∈j j Mh  are calculated from the matrices 

( )B
iD  that are larger than M times the size of the 

matrixes D  used in the algorithm (3). 
 
 
CONCLUSION 
 

The proposed algorithm can accurately reproduce a 
section of space-time correlation function of the echo 
signals of the sea surface. This is not a significant lim-
itation of this proposed algorithm in usage because in 
practice the usually function of the correlation section 
is only known. The proposed algorithm greatly reduce 
the amount of computation required to calculate the 
next frame of the echo envelope. This method can be 
used for modeling electronic systems in real time. 
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Abstract 

The main functional elements of microelec-
tromechanical systems (MEMS) usually attributed 
primarily their elastic elements, the operation mode 
which are longitudinal and transverse forced oscilla-
tions. Operating frequency range which ranges from 
tens of kHz to several MHz. 

These elastic elements often represent a con-
sole or bridge beams, usually rectangular, rigidly 
connected to the body of MEMS. 

 
 
I. MICROELECTROMECHANICAL 

SYSTEMS 
 
When forced oscillations due to different 

mechanisms of internal friction in single crystals 
formed by heat is generated inside the elastic ele-
ments sources of thermal energy. Often, when the 
kinetic energy is consumed to commit work to 
change the microstructure of materials. The heat 
changes the temperature in single-crystal elastic sus-
pensions to a stationary distribution of temperatures. 

 

 
 
 

Fig. 1. Beam with rigidly clamped ends 
 

Figure 1 shows the block diagram bridge 
beam, an example of which would be considered all 
the studied phenomenon. Here w, t, L – the dimen-
sions of the beam; L = 100*10-6 m, w = 20*10-6 m,  
t = 5*10-6 m; (100) - crystallographic direction ; A, B 
– the beam ends fixedly connecting it to the support. 

In accordance with [1 – 3], the amount allo-
cated in the volume element dv per unit time is equal 
to the thermal energy: 

 (1) 
wherein: 

wtdt=dv; 
 – the maximum normal stress in the element dv for 

flexural vibrations of the beam; 

 
– thermoelastic 

internal friction ; 

 – modulus of elasticity of 
single-crystal silicon (crystallographic direction 
(100)); 

 – the fundamental frequency 
of oscillation of the beam; 

 – relaxation time of the heat flux 
in the beam; 

 – thermal conductivity of silicon; 
T – absolute temperature; 

 – specific heat capacity mass Si 
(silicon); 

 – density of silicon ; 

 – coefficient of linear expansion 
of silicon. 

Thermoelastic internal friction Q–1  – the main 
component of the internal friction in solids responsi-
ble conversion of kinetic energy into thermal fluctua-
tions. 

Besides , in kinetic energy dissipation 

takes place significant fluctuations component , 
associated with structured changes in the single and 
the formation of defects. Its value depends on the 
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design and, according to [4], is calculated by the rela-
tion: 

                       (2) 
wherein W, t, L – dimensions beams, A – factor, 

 . 
Since loss additive components, then for a 

constant ,  and  
components are measured in a wide range, affecting 
the distribution of temperature in the elastic element. 

In [5] it is shown that the distribution of heat 
from internal sources in the beam depends on the 
ratio of the primary natural frequency and frequency 
of forced oscillations. 

In most MEMS devices operating frequency 
or equal to or less than the fundamental frequency of 
free oscillations , and the relaxation time 

 – the period of natural oscillations 
with frequency ω0. 

Under these conditions, the temperature gradi-
ent in the direction from the compressed to the 
stretched surface of the beam (fig. 2) disappears , the 
temperature inside the volume dv becomes constant, 
and the thermal process is isothermal. 

Also under these conditions, the thermal pow-
er generated in the elastic element is integration of 
the expression (1) over the volume V. 

    

 

            (3)

 

To determine the dependence of  con-
struct diagrams of shear force F and bending moment 
for the beam shown in figure 1. 

Pinching the ends of the beam makes it stati-
cally indeterminate, and to calculate the support reac-
tions and reactive forces apply the method of mo-
ments [6]. 

In table 1 may be posted the data obtained by 
the calculation circuit and the values of the beams 

. 
 

Table. 1 
The structure of the table for data posting 

Design 
scheme 

Support 
reactions 
A and B 

Moment 
on the 

supports 
A and B 

Moment 
in the 
span 

Beam 
deflection 

     

Since in some areas within the beam segments 

 
varies linearly with the bending moment and 

, where  – the moment of 
resistance of the cross section of the beam, 

, then the dependence of 

 to participate  takes the form 
(fig. 2). 

 

 
 

Fig. 2. The direction of heat flow in the beam for flexural vibra-
tions 

 
Analysis of this distribution shows that 

 ranges portion  quadratically. 
A similar pattern has this dependence on a 

plot . Since the temperature distribution 
in each area of the same, the temperature of the beam 

will be aligned with the points x = 0 and  

point to , and from the points  and 

x=L to the point  before reaching the iso-
thermal state. 

Steady temperature determined from the con-
dition:  

    (4) 
Here: 
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 – the energy radiated 
from the surface of the heated beams per unit time; 
 S=2(w+t)e– lateral surface area of the membrane. 

Given the previously mentioned relations for  
PT and the values they heat balance equation beams 
corresponds to its isothermal as taking the form 

                   (5) 
Amplitude of the external force F from the 

condition : 

 

when , . 
Coefficient ε  is experimentally value ε  de-

pending on the wafer processing technology finishing 
– blank lies in the range (0.15–0.6). Assuming ε=0,5 , 
let (5) taking into account all of its constituent pa-
rameters to the form: 

, where T – absolute temperature desired beams in 
thermodynamic equilibrium with the environment. 
These values for T0=300 K, T=600 K. 

The value T is extremely high because calcu-
lated assuming that the entire heat generated in the 
beam energy is re-emitted through the side surface. 

Considering the loss in the bearings, heat dis-
sipation in the load bearing elements of MEMS due 
to heat conduction, the average temperature of the 
beams is set to be considerably lower. For the initial 
stages of designing MEMS close to making the arti-
cle size and fixing scheme, the temperature of the 
elastic element will be about 450–500 K, which re-
quires specification of design parameters of the oscil-
lating system. When internal heating rigidly fixed 
beams it is compressed under the action of axial sup-
port reactions. 

Carry out a rough estimate of changes in the 
primary oscillation frequency beams, using the ap-
proach described in [7]. 

The magnitude of the normal stress in axial 
compression does not depend on the geometry of the 
beam and is : 

 
 

 
 

The fundamental frequency of vibrations of 
the beam without axial compression is:  

 
and under axial compression: 

 
where  

The value of the fundamental frequency oscil-
lations generated at full conversion of thermal energy 
into thermal radiation is reduced compared with the 
value calculated at room temperature for about 50 %. 
You can suggest that, given the loss of kinetic energy 
fluctuations in the bearings. Frequency change will 
be in the range of 15–20 % ω . 
 
 

II. CONCLUSION 
 

As more accurate methods for calculating ki-
netic energy dissipation does not exist, it is obvious 
that the design of MEMS high accuracy requires 
mandatory subdivision of experimental studies that 
achieve the required performance of a product desti-
nation. 
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Abstract 

This article contains review of factors influenc-
ing on the software quality and three methods of 
building source code models for further using in the 
auto systems aimed on nonfunctional source code 
quality assessment. 

 
 
I. INTRODUCTION 
 
In today’s development values of the software 

development it’s getting harder and harder to monitor 
the quality of that software. It is necessary to develop 
new and improve previous source code quality as-
sessment auto systems, not only in the performance 
case but in the source code design compliance, source 
code compliance to the designed software architecture 
etc., especially this is necessary in a big program sys-
tems, who’s lifecycle can rich tens of years. Source 
code of such systems can be evolutionary changed 
during lifecycle; some parts of such system could be 
used in other products etc. Such conditions impose 
additional requirements to the code readability and 
code compliance to the programming qualifying 
standards.  

 
 
II. SOURCE CODE QUALITY 
 
Software, just like any other human developed 

product has its quality grade, other words any soft-
ware has its own grade of compliance to the qualify-
ing standards: functional and nonfunctional.  

Functional requirements consist of customer’s 
requirements to the system functionality, functions’ 
time execution, user’s interface etc., other words these 
requirements consist of everything that customer or 
user have a deal with while using a software. The non-
functional requirements are: 

– source code architecture compliance to the 
developed architecture; 

– source code compliance to in company’s 
qualifying standards; 

– architectural errors and anti-patterns ab-
sence in a source code etc. 

Talking other words nonfunctional require-
ments are aimed to reduce costs of software improve-
ment, recurring using, soft accompany and integration 
with other products. 

The main errors’ source in the developing system 
are experts, those who adapt customer’s informal require-
ments to the formal state, who design system’s architecture 
based on the formal requirements, who at last write source 
code and test it. [1]  

Software state is not constant through its lifecy-
cle. The main cause of this is that developing system’s 
object model is often seriously difficult to understand 
and also it is hard or even impossible to predict 
changes in a technological process after its automa-
tion. In most cases changes are introduced to the 
source code for bringing new functionality into the 
developing system or improvement of old ones, also 
for correction of unpredictable and accidental cases of 
software errors. Errors are always accidental, while 
code improvements can be predicted. The conception 
of the software quality is introduced to define degree 
of the system’s availability for release to the market. It 
is incorrect to release that works unstable and can stop 
working in any time; developer company should stabi-
lize the state of software till qualifying standards’ lev-
el. Quality grades are consist of two types: positive 
and negative. Positive grades are used more frequently 
than negative – with the positive quality grade devel-
oper has more wide understanding of the software’s 
quality, then with the negative, because positive grade 
gives appreciation to the similarity of developed sys-
tem with the abstract standard system, while negative 
grade talks only about count of software errors. 

As was mentioned previously the software’s 
quality types can be divided into two principal com-
ponents [2]: functional (external) and nonfunctional 
(internal). In most cases the functional component is 
evaluated by software testing with the previously de-
signed unit-tests base on the software specification. 
Nonfunctional errors are detected by expert’s code 
inspection and static source code inspection. Within 
such detection probability of leaving some architec-
tural and programming errors is pretty big. To reduce 
the amount of architectural and programming errors it 
is necessary to develop systems for auto testing source 
code. 
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III. METHODS OF THE DESCRIPTION 

OF MODEL OF THE SYSTEM’S 
SOURCE CODE 

 
The main methods of the description of model 

of the system’s source code for the program of the 
analysis of source code are [3]: 

– creation of the focused count on the basis 
of an source code; 

– creation of a tree of roles of an initial code 
on the basis of special identifiers of the roles de-
scribed in a code; 

– calculation of numerical metrics on the ba-
sis of an source code. 

 
 
IV. FOCUSED COUNTS 
 
Focused counts – most intuitively clear descrip-

tion of the source code, both reference, and defective. 
For an example we will consider the focused count 
constructed on the following source code: 

int b; 
int a; 
a = a – b; 
Though this code also isn't works, for an exam-

ple it is enough. In figure 1 the focused count con-
structed on this code is represented. 

 
 

 
 

Fig. 1. Focused count 
 
However simplicity of the focused count is not 

only its positive, but also negative property. Because 
of simplicity, focused counts it is inconvenient to de-
scribe architectural templates. The description of non-
functional requirements to style of programming is the 
best application of focused count: 

– compliance of source code to programming 
standards (standard, intra corporate); 

– compliance of source code to the accepted 
programming paradigm; 

– relevance of using these or another designs 
of language in a certain context, for example lock us-
ing assignment in conditional operators of languages 
C, C++. 

In other words, focused counts best of anything 
are suitable for the description of simple structures of 
language in a reference or defective look. Using roles 
and metrics of source code is suitable for the descrip-
tion of architectural concepts more. 

 
 
V. ROLES OF A SOURCE CODE 
 
By means of the description of roles of entity of 

a source code it is convenient to describe the architec-
tural concepts used in system, for example, patterns of 
design. Use of roles results in need of a special name 
of entity of a source code, or input of special text in-
serts (comments) with the description of a role of this 
or that essence, for example: 

/// <roles> 
///     domainObject,  
///     subject    
/// <roles> 

The essence of automatic reviewing of a source 
code on the basis of roles consists in constructing log-
ical communications between roles and if these logical 
communications don't correspond to reference com-
munications – to report about detection of an architec-
tural mistake. For example, we will consider a struc-
tural template bridge (fig. 2). 

Apparently from figure 2, six classes are used 
in a template: 

– Client – class directing inquiries to the 
class Abstraction; 

– Abstraction – stores the link to object of 
Implementor, redirects inquiries to the class Imple-
mentor; 

– RefinedAbstraction – expands the interface 
determined by the class Abstraction; 

– Implementor – the class defining the inter-
face for concrete classes offtakers. The interface of a 
class cannot correspond to the class Abstraction inter-
face, often described interface of lower level, than in 
the class Abstraction; 

– ConcreteImplementor – the class realizing 
the interface of the class Implementor. 

Apparently from the scheme of classes, at cor-
rect realization of a template the class client has ac-
cess only to the class Abstraction interface, according 
to this expression it is possible to write logical expres-
sion which will be checked when viewing a source 
code: 
for ∀w:va(w)∈{implementor, concreteImplementor} 
IVG(w)∩{v∈VG : va(v)∉{abstraction,  
               refinedAbstraction} =∅. 
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Fig. 2. Structural template – the bridge 

 
 

VI. SOURCE CODE METRICS 
 
The assessment of quality of a source code with 

using of metrics differs from considered earlier. Here 
the result of check of a source code on compliance to 
the reference will give not the binary answer (“corre-
sponds” and “doesn't correspond”), but numerical. 
Considering that the assessment will be numerical, 
when developing metrics it is necessary to set admis-
sible values for results which will speak about compli-
ance or discrepancy of an estimated code to the refer-
ence. In fact process of an assessment of quality with 
use of metrics of a source code looks as follows: 

– determination of basic and derivative met-
rics on the basis of which quality of the source code 
will be estimated; 

– determination of intervals of values of a set 
of metrics in case of which observance, the source 
code meets qualifying standards; 

– creation of derivative metric space for a 
reference code on the basis of analytical expression 
over a set of metrics; 

– determination of intervals of values of the 
metrics corresponding to a reference and defective 
prototype solution. 

The main scope of metrics is tracing of execu-
tion of architectural requirements recommendations to 
the source code, such as increase in coupling; connec-
tivity reduction; absence of data classes; absence of 
monster classes. 

We will consider, for example, as it is possible 
to describe increase in coupling by means of metrics. 

Coupling is a level of use by methods of a class 
of methods and attributes of the same class. In other 
words, more class linked, more it is monolith, more it 
uses its attributes and methods instead of attributes 
and methods of third-party classes. In [3] the follow-
ing calculation formulas of metrics of level of a class 
for coupling determination are given: 

– number of couples of methods which don't 
use the general fields of a class (PP) – 

1 2

1 2

, { ( ) ( ):
2( ( )) }

( ) ( ) 1

{ }∈ ∈
= ∧
∩ =

µ = ∑ G

G G

m m s e IV v
PP vt s e Me

OV m OV m

m , with an admissi-

ble interval [0.000, 1.000]; 
– number of couples of methods which use 

the general fields of a class (QP) – 

{ ( ) ( ):
( ( )) }

( , , )!
2!( ( , , ) 2)!

∈ ∈
=

µ =
−∑ Gf s e IV vQP

vt s e Va

ivec f Me ac
ivec f Me ac

, with 

an admissible interval [0.333, ∞ ]; 

– quantity of methods of a class which don't 
use a class field (NMWA) – 

{ { ( ) ( ) : ( ( )) }
( ) 1}

∈ ∈ =
µ =

∧ =
G

NMWA
G

m s e IV v vt s e Me
OV m

, with 

an admissible interval [0.000, 0.333]; 
– number of couples of methods which don't 

use the general fields of a class minus number of cou-
pleps of methods which use the general fields of a 
class (LCOM) – µ = µ −µLCOM PP QP , with an ad-
missible interval [0.000, ∞ ]. 

Also for estimation of a level of compliance of the 
source code to a prototype solution “increase in coupling” 

the formula is entered 1
3

.
4

µ +µ
µ = LCOM NMWA   

The admissible interval determined an interval 
[0.100, ∞ ]. Respectively, in case of an assessment of 
quality of the source code the program can easily cal-
culate the marked metrics and to compare result to a 
reference interval. 
 

VII. CONCLUSION 
 
On the basis of the provided valuation methods 

of nonfunctional quality of a software it is possible to 
construct system capable to exempt experts from 
manual inspecting of the source code. Such system 
will be easy to be set up under needs of corporation 
since all rules of an assessment of quality are de-
scribed not by internal program entities, and changea-
ble mathematical models. Having written once such 
system, the corporation will exempt itself from need 
of manual inspecting of the source code, and also will 
manage to force programmers to make refactoring of 
the source code for the purpose of increase in density 
of comments and coercion of readability of the source 
code to the accepted intra corporate standards. 
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+ OperationImpl () : void 
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Abstract 

Geophysical methods are used in solving such 
problems as identification of favorable placement of 
mineral structures, heterogeneity structural and quali-
tative of the geological section, obtaining information 
on the availability and quality of mineral resources, 
the contour and size of deposits, state and features of 
rock masses. 

Selecting the most effective methods of electri-
cal prospecting for polymetallic ores is an actual issue 
nowadays. In this regard, the Russian Institute for 
Powerful Radiobuilding and the St. Petersburg State 
University developed and tested in practice, theory, 
techniques, equipment and software for magnetotellu-
ric (MT), audio-magnetotelluric (AMT), controlled 
source audio-magnetotellurics (CSAMT), radio-
magnetotelluric (PMT), and radio-controlled source 
magnetotelluric (PMT C) methods. 

 
 
I. METHODS OF ELECTRIC PRO-

SPECTING  
 
Electric prospecting methods are based on the 

difference in density, magnetic, electrical and other 
properties of rocks of different mineral composition. 

Electromagnetic research uses electromagnetic 
fields of different nature. By origin they can be divid-
ed into: 

– natural – magnetotelluric fields resulting 
from interaction the Earth with eddy currents in the 
ionosphere and  thunderstorm; 

– artificial – fields created by using grounded 
lines connected to an AC1 or DC2, ungrounded cir-
cuits powered by alternating current, as well as anten-
nas. 

Frequency sounding is the method of prospect-
ing variables harmonically changing field. It is used 
for exploration of both deep (a few kilometers) and 
skin-deep sections (up to a few hundred meters). In 
the case of deep sections exploration the soundings are 
carried out at the frequency range of 10-1-103 Hz (low 

                                                 
1 AC- alternating current 
2 DC- direct current 

frequency (LF) sounding). And in case of skin-deep 
exploration the soundings are carried out at the range 
of 103-106 Hz (high frequency (HF) sounding). The 
penetration depth of electromagnetic field into the 
Earth can be determined by its frequency. This pene-
tration depth increases while frequency decreasing.  

The method of LF electromagnetic field in-
cludes all: the method of magnetotelluric sounding 
(MTS), electrical inductive methods, electromagnetic 
soundings and the method of natural alternating mag-
netic field. 

Method of magnetotelluric sounding. This 
method has a high efficiency, a wide range of explora-
tion depths, a large number of informative characteris-
tics and relatively low cost research. These advantages 
are based on the use of the natural electromagnetic 
field of the Earth with a wide frequency range and a 
high spatial homogeneity as an excitation source. 

Inductive methods. In this case ungrounded cir-
cuits powered by alternating LF harmonic or stepwise 
alternating current are used as excitation source. 

Electromagnetic sounding. This one represents 
a method of vertical geoelectric exploration of section 
through the research of electromagnetic fields. They 
are based on the components measurement of the elec-
tromagnetic field on the condition of changing the 
distance between the source of the field and the re-
ceiver or the frequency of the exciting field. 

The figure 1 shows the heterogeneity within 
the crust that create various anomalies of electromag-
netic, gravitational and other fields of the Earth, fixed 
by using geophysical equipment. 

For radio physical and geophysical explora-
tion the most promising innovative project is the gen-
erating and measuring complex (GMC) with “Kola” 
source of electromagnetic radiation of ULF3, ELF4, 
VLF5 range. 

 
 
 

                                                 
3 ULF – ultra low frequency 
4 ELF – extremely low frequency 
5 VLF – very low frequency 
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Fig. 1: Methods of studying the Earth's subsoil [3] 
 
 

II. SUMMARY OF THE PROJECT 
 
This GMC (fig. 2) is achieved for geophysical 

(electromagnetic) research and functioning in connec-
tion with special communication systems. Functioning 
practice of GMC has shown that the best source of the 
electromagnetic field is low lying horizontal antennas, 
such as power lines (fig. 3). 

 
 

 
 
 
 
Fig. 2: “Kola” generating and measuring complex ULF, ELF, VLF 

range for radio physical and geophysical exploration [1] 
 
 

 
 

Fig. 3: Lying horizontal antennas, such as power lines [3] 
 

This project is achieved for conducting funda-
mental and applied research in the areas of Radio 
Physics and Geophysics, the study of the propagation 
of ULF, ELF, VLF radio waves, near-Earth plasma 
structures, deep crustal structure, mineral exploration, 
including the provision of electric exploration at the 
shelf of the Arctic Ocean, including: 

– research of mineral deposits (hydrocar-
bons, geothermal, mineral deposits);  

– monitoring of electromagnetic precursors 
of earthquakes in earthquake-prone areas;  

– determining of the site for critical facilities, 
including nuclear power plants;  

– choosing the placement for disposal of ra-
dioactive waste. 
 
 

III. UNIQUE PROJECT 
 
The project is an innovative technology in the 

mineral exploration, including oil, gas and geothermal 
sources. Exploration with “Kola” source has high effi-
ciency confirmed in practice. The figure 4 shows an 
accuracy comparison of the measurements using MTS 
with both natural field and controlled source. 
 
 

 
 

Fig. 4: Accuracy comparison of the measurements using MTS  
with both natural field and controlled source [5] 

 
The similar equipment is manufactured in 

Germany (Metronix), the USA (ZongeEngineering) 
and Canada (Phoenix Geophysics), but the Russian 
one has unique characteristics6. The main of them is 
an ability of functioning in ULF range that makes ad-
vantages as depth and accuracy of the research simul-
taneously. The GMC provides a significant range of 
operations (up to 2000 km), while analogs allow oper-
ation at much smaller distances from the source (gen-
erally up to 15 – 20 km) with lower productivity. 

It should be mentioned that GMC has a lack, 
which is bulkiness; nevertheless, it can be justified by 
technical capabilities. Moreover, the propagation theo-
ry of electromagnetic waves in layered strata affecting 
the interpretation of the results nowadays reveals un-
derdeveloped. 

Currently, the global market of marine electro-
magnetic research services is approximately $ 200 
million per year. The stock value of the Norwegian 
EMGS company, which is the world leader in marine 
controlled source soundings, exceeds $ 1 billion. Suc-
cessful marine electric prospection with a help of con-
trolled source promises the success of such studies on 
land. 

 
 
IV. PROJECT RELEVANCE 

                                                 
6 Main characteristics of “Kola” GMC are shown in this article 
(Section V)  
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Receiving hardware-software systems are suc-

cessfully applied to solve geoscience problems in 
Russia and abroad. The results of research are reflect-
ed in numerous publications in national and interna-
tional journals and presented at various international 
conferences held by organizations such as IAGA, 
EAGE, SEG, AGU, EMSEV etc. 

Since 1998, experimental studies of the propa-
gation of ULF ELF VLF fields were performed in the 
Earth-ionosphere waveguide on routes of up to 1,500 
km. Also, there were conducted experiments on com-
paring the accuracy of the measurement of seeming 
resistance of the Earth based on the analysis of the 
natural electromagnetic field of the Earth with the 
same use of a generator. 

This equipment is implemented in the Kola 
Peninsula and successfully used by the scientists of 
the Polar Geophysical Institute in Kola Science Cen-
tre. Also it is functioning in the framework of various 
geophysical programs. 

Geophysical studies have been already per-
formed at searching geothermal sources on Kamchat-
ka Peninsula, structure research for pumping drainage 
water (Yakutia), the study of the deep areas (Kola 
Peninsula and Peninsula Ribachii), work on regional 
profiles (Chukotka), exploration of the area before 
paving the tunnel for high-speed trains (Spain), explo-
ration the structure of the lithosphere through the 
propagation of VLF radio waves in a waveguide 
“Earth-ionosphere” (Fennoscandian shield) [4], 
searching of ore deposits, gold Zabaikalie deposit 
(Sukhoi Log Tabornoye Uryah), polymetallic Hajar 
deposit (Morocco), copper mine (Chile), nickel Mount 
Keith deposit (Australia, operating with the company 
BHP Billiton), kimberlite pipes research (Yakutia and 
Archangelsk region.), uranium research (Northwest 
Region).  [5] 

 
 

V. TECHNICAL SPECIFICATIONS  
OF GMC [1] 

 
Generator  

Frequency range 0.01 –1000Hz (ULF,ELF,VLF)  
Power 0.5 – 50 kW 
Output current up to 100 A 
Supply voltage 380 V, 50 Hz 
Coverage up to 2,000 km 

 
Recorder  

Number of channels 4 
ADC, bits 24 
Frequency range 0.01–1000 Hz 
Link with PC Ethernet 
Integrated accumulator 5 A * h, 12 V 
Operating temperature 
range 

20 …+ 50° C 

Dimensions and weight 
of measuring unit 

410 х 290 х 180 mm,  
5 kg 

 

Has the ability to synchronize measurements 
with GPS or GLONASS. 

 
Magnetic  Antenna  
 

Frequency range 0.01-1000 Hz 
Conversion factor – 
the frequency range 

0.5-1000 Hz  
0.1-0.5 Hz 

Sensitivity of conversion 
 

80 mV / nT*  
160 mV / (nT × Hz) 

Noise level  
 
at 10 Hz  
1000 Hz 

Spectral density of magnet-
ic noise 

12 fT** / √ Hz  
2.5 fT / √ Hz 

Dimensions and weigh 70 x 1110 mm, 5 kg 
*nT=10−6 T 
**fT =10−15 T 

 
Additional options are: 
– automated system for monitoring and re-

cording of generator output;  
– automated control measurements;  
– controlled software monitoring. 

 
 

VI. THE PROSPECTS  
 

1. Prediction and research of gold deposits; 
holding exploratory geophysical work on root gold in 
southern Central Siberia. 

2. Formation of optimization proposals for 
geophysical research in order to find root gold in Rus-
sian regions, including searching of new deposit types. 

3. Receiving information about the internal 
structure Kingashsky mafic-ultramafic massif and 
defining there the most promising ore-blocks. 

4. Participation in Strategic Plan of the State 
Committee of the Republic of Sakha (Yakutia) at Ge-
ology and Subsoil Use. 

5. Studies on Alfven resonance in the iono-
sphere. 

6. Studies on pearl auroral radiances in the 
ionosphere. 

 
 

VII. CONCLUSION 
 
The unique combination of accuracy and depth 

of exploration with the complex, developed by the 
Russian Institute for Powerful Radiobuilding and the 
St. Petersburg State University, this project has enor-
mous potential not only in the field of mineral explo-
ration. It also can be used for drinking water search, 
geothermals, deep seismic areas research, environ-
mental monitoring (in particular, soil pollution), for 
various engineering projects such as e area studying 
for the future construction of nuclear power plants, 
research monoliths for waste disposal. 

But it is worth mentioning that the theory of 
propagation of electromagnetic waves in layered strata 
is still imperfect, hence it prevents the possibility of 
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increasing the accuracy of the results interpretation of 
physical research. 
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Abstract 

In this article water quality monitoring using 
remotely sensed data is reviewed. Some main objec-
tives of such monitoring are considered. Satellites 
capable of ocean color monitoring are listed. Mathe-
matical models for remotely sensed data analysis are 
described. Two approaches to data analysis are pro-
posed: a random field model and stochastic neural 
networks such as a Boltzmann Machine. 

Keywords: remote sensing, chlorophyll a, 
ocean color, monitoring, hydrobiology, mathematical 
model. 

 
 

I. INTRODUCTION 
 
One of the most complex systems we are deal-

ing with in everyday life is the natural environment. It 
has great impact on the course of human events, so the 
need of predicting environmental changes is evident. 
The predictions are mainly made by mathematical 
models which are based on scientific research and 
verified on longterm monitoring data. 

Environmental monitoring consists of three 
branches: air quality monitoring, soil monitoring and 
water quality monitoring. The monitoring methods 
can be divided in two categories: in-situ methods and 
remote sensing methods. The former means direct 
measuring of physical or biological parameters in the 
exact area where the environmental process being 
measured is taking place, while the latter is based on 
indirect measurements such as airplane of satellite 
multispectral images. 

Air quality monitoring deals with such prob-
lems as emission of different gasses in the atmos-
phere. Concentrations of oxygen, carbon dioxide and 
other gasses are measured. This also includes monitor-
ing of greenhouse gas and emission of potentially life-
threatening substances in the atmosphere. 

Soil monitoring is concerned with problems 
like erosion control, soil contamination with metals 
and pesticides, remediation of contaminated soils, 

restoration of wetlands, soil degradation, nutrient 
management, movement of viruses and bacteria in 
soils and waters, bioremediation and so on. 

Water quality monitoring deals with pollution 
of water by pesticides, heavy metals, oil film, toxic 
substances, bacteria and so on. It is also concerned 
with monitoring biological groups of species as they 
act as robust indicators of the quality of the environ-
ment that they are experiencing or have experienced in 
the recent past [1]. The problems which are solved by 
water quality monitoring are described in more detail 
in the next chapter. 

 
 
II. OBJECTIVES OF ENVIRONMENTAL 

MONITORING OF WATER BODIES 
 
The history of consistent in-situ water bodies 

monitoring goes back for at least as far as the 
XIX century. For example, hardly explored ocean 
color databases of Forel-Ule scale records [2 – 4] cov-
er all seas and oceans (like modern satellites do) al-
ready since 1889. 

Water quality monitoring is formed by monitor-
ing hydrochemical, biological and hydrometeorologi-
cal parameters. These parameters are deeply connect-
ed with each other. For example the ocean color de-
pends on salt content, which is a hydrochemical pa-
rameter. Ocean color is also affected by concentration 
of chlorophyll a and other pigments, which are pro-
duced by phytoplankton and are thus biological fac-
tors. Finally weather conditions (hydrometeorological 
parameters) such as a storm or a calm sea influence 
the ocean’s color as well. 

Hydrochemical monitoring of bodies of water 
is mainly concerned with water pollution by toxic sub-
stances, maximum allowable concentration checks, 
etc. 

Hydrobiological monitoring is usually divided 
into several areas: fish monitoring, birds and mam-
mals monitoring, phytoplankton, zooplankton and 
zoobenthos monitoring. Changes in biological popula-
tions may indicate ongoing invisible processes such as 
eutrophycation (pollution by nutrients), noise pollu-
tion (from ships), and changes in sea bottom contour 
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and so on. 
Finally hydrometeorological monitoring is used 

for weather forecasts. 
All groups of monitored parameters described 

above belong to in-situ observations. A slightly differ-
ent approach is based on using remotely sensed data 
as the data source for monitoring water bodies [23]. 
Remote sensing methods have greatly evolved in the 
last decade and became comparable with in-situ 
measurements and in many cases are considered even 
a better tool for both short term and long term moni-
toring. 

The classification code of problems that may be 
assessed with remotely sensed data [5] contains 66 
individual case studies which are grouped in 15 re-
search themes from two general fields. The two main 
research areas are surface waters and aquatic biore-
sources. 

Surface waters research includes hydrography 
and hydrometry of rivers, lakes, water storage basins, 
seas and oceans; river bed evolution, ice situation, 
high water and flooding analysis; glaciers monitoring; 
monitoring of ecological situation near pipeline river 
crossing. 

Hydrobiology studies include the research on 
plankton, fish and mammals as well as watching over 
fishing vessels location. 

As an example of real life monitoring objec-
tives, the Gulf of Finland (GoF) committee [6] de-
manded combating eutrophication caused by nutrient 
loading as well as climate change the main problems 
of the water body. Monitoring programs of GoF in-
clude such topics as “Marine bio- and geodiversity”, 
“Pollution and ecosystem health”, “Fish and fishery” 

and “Maritime safety”. 
Phytoplankton is one of the most important bio-

logical organisms living in every body of water. 
Aquatic food web is based on organic compounds 
created from carbon dioxide by phytoplankton. It ac-
counts for half of all photosynthetic activity on 
Earth [7]. 

Phytoplankton can be easily detected because it 
produces chlorophyll a – green pigment needed for 
photosynthesis. Chlorophyll a concentrations in water 
depend on the phytoplankton quantity, making it easy 
to estimate phytoplankton biomass and its growth. 

Determination of chlorophyll a concentrations 
in water samples is based on spectrophotometric anal-
ysis. One of the formulas used for in-situ chloro-
phyll a concentration estimation is the following [8]: 

664 647 63011.85 1.54 0.08= − −aC A A A ,     (1) 
where aC  is the chlorophyll a concentration in the 
solution (mg/L); XA  – solution absorbance values at 
X nm, produced by spectrophotometer. Chlorophyll a 
concentrations based on remotely sensed data are cal-
culated in a similar manner as will be shown later. 

 
 

III. SOURCES OF REMOTELY SENSED 
DATA 

 
A description of satellites used to measure 

ocean color is given in Table 1. The ocean-color prod-
ucts obtained from these satellites define the optical 
properties of the water for a wide range of applica-
tions [9]. 

 
Table 1.  

Some satellite remote sensing systems used to measure ocean color.  
NASA denotes the National Aeronautics and Space Administration; ESA denotes the European Space Agency 

 

Sensor Satellite Agency Operating 
dates 

Spatial resolu-
tion (m) 

Number 
of bands 

Spectral 
coverage 

(nm) 

Repeat 
coverage 

(days) 
CZCS Nimbus-7 NASA 1978–1986 825 6 433–12,500 6 
SeaWiFS OrbView-2 

(SeaStar) 
NASA 1997–2010 1100 8 402–885 1-2 

MODIS-Terra Terra NASA 1997–… 250/500/1000 36 405–14,385 0,5 
MODIS-Aqua Aqua NASA 2002–… 250/500/1000 36 405–14,385 0,5 
MERIS Envisat ESA 2002-2012 1150 15 412–1050 3 

 
 
As of March 2014 the only remaining satellites 

capable of hydrobiological monitoring and providing 
open access to the data are Aqua and Terra, both car-
rying MODIS instrument and both operated by 
NASA. There are also projects Landsat 7 & 8 but they 
are oriented towards cartography tasks and are not 
well suited for monitoring phytoplankton. 

Nevertheless there is a huge archive of remote-
ly sensed data from previous missions. One of the 
longest sea and ocean monitoring space missions was 
SeaStar with SeaWiFS (Sea-viewing Wide-Field-of 
View Sensor) onboard. SeaWiFS operated for more 

than 13 years, collecting data from 1997 till 2010. Its 
predecessor Coastal Zone Colour Scanner (CZCS) on 
Nimbus – 7 satellite operated from 1978 to 1986. 

Another mission – Envisat (ESA) with Medium 
Resolution Imaging Spectrometer (MERIS) onboard 
operated for 10 years from 2002 till 2012. 

The Ocean Color project conducted by 
NASA [10] provides a single place access to all freely 
open remotely sensed data of water bodies. It com-
bines SeaWiFS, CZCS, MERIS, MODIS and some 
other data archives. 
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IV. INFORMATION EXTRACTION 

FROM REMOTELY SENSED DATA 
 
Remote sensing techniques can be used to mon-

itor water quality parameters, i.e. chlorophyll [9], sa-
linity [12], temperature [13], suspended sediments 
(turbidity) [11] and some other parameters and index-
es [27]. 

There are many ocean color algorithms for de-
termining chlorophyll a concentrations. Most of them 
depend upon blue-to-green ratios of water-leaving 
radiance or remote-sensing reflectance. The blue 
waveband is traditionally located near the phytoplank-
ton absorption peak (440 nm) where chlorophyll a 
absorbs maximally. The green waveband is typically 
located in a region of minimal phytoplankton absorp-
tion (550 to 555 nm). For Coastal Zone Color Scanner 
(CZCS) data, chlorophyll concentrations were esti-
mated using ratios of (443) / (550)w wL L  [14], where 

( )λwL  is the water-leaving radiance – the quantity 
and spectral quality of light reflected by the ocean’s 
surface. This algorithm provides accurate pigment 
concentrations to 40%±  accuracy in optically deep 
waters where phytoplankton dominates the optical 
properties. An algorithm for chlorophyll a determina-
tion in shallow waters is described in [15]. 

A measure of photosynthesis on land can be es-
timated by calculating so called Normalized Differ-
ence Vegetation Index (NDVI). It is a simple remote-
sensing indicator which gives information whether the 
observed target has any vegetation or not. The formula 
is straightforward [16]: 

−
=

+
NIR VISNDVI
NIR VIS

,                        (2) 

where NIR and VIS are spectral reflectance measure-
ments acquired in the visible (red) and near-infrared 
regions. 

 
 
V. MATHEMATICAL MODELS 

 
There are different approaches to modeling hy-

drobiological processes. Classical mathematical ap-
proach is based on differential equations [17]. Sto-
chastic models may be used as well [18 – 20]. 

Remotely sensed images can be thought of as a 
random field with X- and Y-axis denoting coordinates 
and Z-axis showing the value of a parameter (pixel 
intensity of the image, chlorophyll a concentration, 
sea surface temperature, etc). An example of such 
random field is shown on figure 1. 

With this approach it is possible to use remote-
ly sensed data for approximating parameter values in 
locations outside of a network of land monitoring sta-
tions. A network of water quality monitoring stations 
in Neva Bay is shown on figure 2. Information about 
chlorophyll a concentrations is being collected on this 
chain of ground stations since 1982. This information 
is a valuable source of ground trust data for analyzing 
remotely sensed data and developing mathematical 
models [21]. 

Neural networks such as stochastic Boltzmann 
Machine can be used to model and analyze complex 
remote sensing data [22]. Such networks allow ex-
tracting features from remote sensing data without 
supervised learning procedure. Boltzmann machine 
can be used for classification or just as a feature ex-
tractor together with other image recognition algo-
rithms. 

 
 
 

 
Fig. 1. Random field with Gaussian distribution of Z-axis values 
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Fig. 2. Ground monitoring stations location in Neva Bay in Russian part of Gulf of Finland 
 

VI. CONCLUSION 
 
Remotely sensed data allows monitoring hy-

drobiological parameters such as phytoplankton quan-
tity through chlorophyll a concentration. 

Long-term ground monitoring data such as 
Forel-Ule ocean color observations or chlorophyll a 
concentrations can be compared with remote sensing 
data to provide more robust algorithms of estimating 
water quality parameters from remotely sensed data. 

There are many practical examples of using 
remotely sensed data for efficiently monitoring bodies 
of water [24 – 26]. The future of monitoring of water 
bodies is behind remote sensing methods. 
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Abstract 

This paper gives an overview of mathematical 
models of the main elements of SAW tags, such as 
counter pin converter, on-chip grating reflectors. A 
model surfactants tags using a chirp signal. 

 
I. INTRODUCTION 
 
Work of surface acoustic wave (SAW) tags 

based on the phenomenon of the piezoelectric effect. 
The main structure of the SAW tags applied to the 
piezoelectric base (substrate). The most commonly 
used substrate material using lithium niobate 
(LiNbO3). Radio frequency identification (RFID) in 
the general form shown in figure 1. 

 

 
 

Fig. 1. Generalized form of an RFID system 
 

Reader 5 sends a signal 1 through an anten-
na 6. Coming to the antenna 2 passive tags SAW IDT 
excites surface acoustic wave that propagates along 
the surface of the label. Part SAW reflected from the 
reflectors 3, and returning to the IDT, the response 
signal is turned on, consisting of time-delayed pulses. 
Time delay between the pulses is proportional to the 
distance between the reflectors. [1] 

The coding information may be implemented 
as time-domain and frequency. Consider the time do-
main. 

To work in this area, must have a zero pulses. 
In such labels used start and stop reflector. As shown 
in figure 2, the identification code of the label is de-
termined by the position of the reflectors in the time 
slot . 

  

 
Fig. 2. Reflectors tags placed in the slots 

 
Thus, the total number of codes is determined 

as Nm, where N – number of installations of the reflec-
tor in a single slot, m – total number reflectors. 

 
 
II. MATHEMATICAL MODELS  

OF THE MAIN ELEMENTS  
OF THE LABEL 

 
The main elements are tags SAW IDT (inter-

digital transducer) and reflectors set in the slots. Be-
cause the system is linear, it is possible to consider 
separately each reflector. Model reflection grating [2] 
is shown in figure 3. 

 

 
 

Fig. 3. Grating reflectors 
 

It is assumed that at a fixed frequency w, an an-
alytical description of the perturbations in the gaps 
between the electrodes using factors of the type exp (± 
jk0x), where k – wave number of the free surface. 
Based on the fact that the system is linear, considering 
a single electrode. Here, the complex amplitudes of 
the electrode extending from the left -b1, b2, c1 to the 
right, respectively, c2. Since the amplitudes are related 
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linearly, the outgoing wave from the electrode can be 
expressed by using the scattering matrix Sij: 

1 11 12 1

2 12 11 2

     
=     

     

b S S c
c S S b

               (1) 

 
In the simplest case, the SAW tag can be repre-

sented as a delay line. 
Calculation of reflectors can be made using the 

methods described in the V. Novikov and 
V. Dmitriev [3]. The method of calculation is based 
on the consideration of the structure of the device two 
homogeneous plane waves propagating in opposite 
directions z: 

( ) ( ) ( ), exp= −R z k R k jkz            (2) 

( ) ( ) ( ), exp= +S z k S k jkz             (3) 

where ( ) ( ),R k S k  – the complex amplitudes of the 
surface potentials c wave number k and angular fre-
quency ω, the corresponding surface electric poten-
tials. 

The equations relating the complex amplitudes 
at the input of SAW ( ) ( ),k kR k S k  and output 

( ) ( )1 1,+ +k kR k S k  k-th element of the structure, and 
the equation for current through a second electrode 
( )kl k have the form: 

( ) ( ) ( )
( ) ( ) ( )1

exp

exp +

= η − +

+ η − + ϕ
k k k k k

k k k k vk

S k r jkp R k

r jp k S k k
   

(4) 
( ) ( ) ( )

( ) ( ) ( )
1

1

exp

exp +

+

+

= η − +

+ η − + ϕ
k k k k k

k k k k v k

R k r jkp R k

r jp k S k k
(5) 

( ) { } ( )

}{ ( )

0 0

0 0 1

2
0

exp * ( ) ( )
2

( ) *

* ( ) ( ) *
2

+ −

− +
+

+ −

  = η − ξ + ξ   

+ ξ + ξ +

 η γ + γ +  

k
k k k k k k

k k k k

k
k k k

jkp
I k k r k R k

r k S k

iwW C
k k U

(6) 
where ( )±ϕ v k k  – potentials generated by the exciting 
wave; 0U  – voltage applied to the IDT; kr  – complex 

reflection coefficient of k-th electrode; 21= −k kr r ; 

( )0
±ξk k , ( )0

±
ky k  – parameters of the equations that 

determine the effectiveness of SAW excitation; 

0
η = k

k
W
W

, 0W  – maximum aperture, kW  – overlap-

ping k-th and the k+1 electrodes. The wave number in 
the reflection gratings in equation assumes the form 

ω
= − kk jy

V
, where the V – speed surfactant structure. 

From these equations we can calculate the input 
conductivity RFID and its complex transmission coef-
ficient. RFID response when applying to the input RF 
pulse is determined by the inverse Fourier transform. 

 
II. SIMULATION MODEL  

OF SURFACTANT TAG 
 

Passive tags can present the SAW delay line. 
On the label comes a linear frequency modulated sig-
nal at a frequency of 2.4 GHz . 

The model label is shown in figure 4. 
 

 
 

Fig. 4. Delay line with three reflectors 
 

Model RFID system is shown in figure 5. 
 

 
 

Fig. 5. Model RFID system 
 
The signal obtained at the time the reader is 

shown in figure 6. 
 

 
 

Fig. 6. The received signal from the tag reader  
 

After the fast Fourier transform, signal in the 
frequency domain is supplied to the signal processor 
of the reader. 

Figure 7 shows the input signal pulses and 
pulses of the response signal, delayed in time. 

 
 

Fig. 7. Frequency signals in the time domain 
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III. CONCLUSION 
 

During the study of passive SAW tags were 
considered basic design of SAW devices, their basic 
design elements, mathematical model. Consider the 
possibility of imitating models of tags. The study ex-
amined the simulated frequency signal emitted by the 
reader, and the delay line simulates tags work. As 
starting data used were the following: 

– initial f0 = 2.4 GHz; 
– signal bandwidth B = 80 MHz; 
– signal duration T = 2 ms; 
– power P = 20 dBm. 
The resulting model confirms the possibility of 

RFID reader module assembly code indicator by 
chirped. The resulting model has a signal and noise 
and interference signals corresponding to real time. 
Moreover, at low signal-to-interference to achieve 

high reliability can be read response code by accumu-
lating and processing the label data averaged. Based 
on the above results, the practical interest in further 
investigation of the response signal processing tech-
niques tags. 
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Abstract 

Polarization transformations of electromagnet-
ic signals in the propagation medium are investigated. 
Polarization spectra of vector signals are entered. The 
method of research is based on representation of po-
larization characteristics of a signal in the form of 
Jones vectors.  Properties of the propagation medium 
transforming a polarization state, are described fre-
quency depended Jones matrix by means of which the 
transfer constant of the propagation medium is de-
fined. 

 
 
I. INTRODUCTION 
 
Problems of extraction, transfer and processing 

of information are primary for many areas of science 
and equipment, such as optics, communication, auto-
matic control, a radiolocation and radio navigation, 
radiophysics, etc. The main physical data carrier in the 
called areas of science and equipment are electromag-
netic (EM) waves. EM wave has vector character, and 
for its complete description it is necessary to specify 
wave polarization in addition to amplitude, frequen-
cies and phases. 

The polarization state is additional information 
parameter which isn't considered in the information 
theory and in the theory of signals where model of 
dynamic signals is scalar function of time s(t) [1 – 4]. 
This oscillation compare with EM wave, which have 
constant polarization state both by transmission and at 
recept, i.e. EM radiation is completely described by a 
wave vector and further will be transformed to a scalar 
signal. Some information on characteristics of ob-
served objects is thus lost. For obtaining the maximum 
information capacity of EM wave it is necessary to 
maintain its polarization properties that is reached by 
application of vector procedure of processing of re-
ceived signals. 

In general present methods of extraction of in-
formation transferred by EM wave are based on the 
analysis of its energy characteristics and considerably 
exhausted potentialities. Therefore use of information 
put in the polarization properties of EM wave, and in 
statistical parameters of its polarization characteristics 

gives additional opportunities for improvement of 
procedure of extraction of information. 

Research of polarization distortions in the 
propagation medium of electromagnetic waves de-
mands equipment creation for measurement of these 
distortions and, probably, their automatic adaptive 
correction. The transfer constant was chosen as the 
parameter which characterizes polarization properties 
of the propagation medium. The purpose of work is 
determination of transfer constant within the chosen 
description of polarization characteristics of EM sig-
nal. 

 
 
II. VECTOR MODEL OF THE DYNAMIC 

SIGNAL. POLARIZATION SPECTRUM 
 
The polarization state of EM wave and its po-

larization transformations are described, proceeding 
from a plane wave, for example [5]. The same wave is 
supposed at establishment of the vector model of EM 
signal, also this wave is supposed uniform. 

Spectral components of a signal propagate in 
the linear propagation medium independently from 
each other. The behavior of a scalar wave is given by 
superposition of harmonious waves of infinitesimal 
amplitude. 

1( , ) ( ) exp[ ( )] ,
2

∞

−∞

= ω ω − ω
π ∫s z t S i t kz d  (1) 

where k = ω/c – the wave number, c – speed of light. 
The vector model of a signal [6] assumes what 

it is possible to present both horizontal and vertical 
components of a plane electromagnetic field in the 
equation (1): 

1( , ) ( ) exp[ ( )]
2

1 ( ) exp[ ( )] .
2

∞

−∞
∞

−∞

= ω ω − ω+
π

+ ω ω − ω
π

∫

∫





x

y

t z S i t kz d

S i t kz d

s i

j

 (2) 

In this equation it is supposed that each pair in-
finitesimal spectral wave component with angular 
frequency ω' 

( ) exp[ ( )] ,′ ′ ′ ′ω ω − ω

xS i t k z d  (3) 
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( ) exp[ ( )]′ ′ ′ ′ω ω − ω

yS i t k z d  
has the individual condition of polarization. In aggre-
gate these components make a vector signal (2) with 
one or another polarization state: from complete polar-
ization to its total absence.  

Just as the scalar ratio (1) is superposition of in-
finitesimal scalar oscillations, expression (2) repre-
sents superposition of infinitesimal vector oscillations 
(1) [7].  

Pair of waves (2) can be written down in the 
form of column vector 

( ) exp [ ( )]( )
,

( ) ( ) exp [ ( )]

 ω ⋅ ϕ ω ω
 = 

ω ω ⋅ ϕ ω     





x xx

y y y

S iS

S S i
 (4) 

which is quite similar to a column vector describing a 
plane monochromatic electromagnetic field, extending 
along the axis z [5] 

exp
exp[ ( )].

exp
  ϕ 

= ⋅ ω −   ϕ    





x x

yy

E H i
i t kz

V iE
 (5) 

In Eq. (5) variable in time xE  and  yE  de-
scribe complex oscillations horizontal and vertical 
component of an electromagnetic field, values H and 
V – amplitudes of these oscillations, and values φx and 
φy – their initial phases. The column vector in the right 
part of Eq. (5) is called the Jones vector of mono-
chromatic plane wave [5]. Therefore, the column vec-
tor in Eq. (4) forms a continued set of Jones vectors 
which is called polarization spectrum [8]: 

( )
( )

.
( )

 ω
ω =  

ω  





x

y

S

S
J  (6) 

Here the polarization spectrum is considered as 
most a general characteristic of a vector electromag-
netic signal. From a polarization spectrum by the cor-
responding transformations it is possible to receive all 
other characteristics and parameters of this signal. 

The Whittaker interpolation theorem defines 
properties of Fourier transform compact function. This 
theorem allows to transform continued spectral set (6) 
to bounded countable set 

{ }( ) ( ) ,π ω =  
 

n
nS S
T

 (7) 

which contains all information about spectral structure 
of a pulse signal. To set (7) corresponds a bounded 
countable set of Jones vectors [9] 

( ){ } ( )
( )

( ) exp [ ( )]
,

( ) exp [ ( )]

  ω ω = =  ω    
  ω ⋅ ϕ ω  =  

ω ⋅ ϕ ω    





x n
n

y n

x n x n

y n y n

S
S

S i

S i

J

 (8) 

which forms generally stochastic collective consisting 
of vector, with a corresponding probability mass. The 
set (8) can be determinative, for example, at taking 
into account of Faraday effect on change of polariza-
tion characteristics of signals in the form of EM field. 

Thus, polarization characteristics of any dy-
namic signal are described by a bounded countable set 

of Jones vectors, whose elements characterizes polari-
zation state of monochromatic components, being a 
spectral bandwidth of signal (figure 1). 

 
III. POLARIZATION TRANSFOR-

MATIONS OF ELECTROMAG-
NETIC SIGNAL 

 
In this work the propagation medium of 

EM wave is represented polarization system, by inter-
action of incident wave with it at the exit of system 
there are one or several modified plane waves [10].  

 

 
 

Fig. 1. Polarization spectrum of electromagnetic signal 
 

According to Jones's method, frequency de-
pendent polarization properties of such system 2х2 
look are described by a countable set of Jones matrix-
es [11]: 

( ) ( ) ( )
( ) ( )

11 12

21 22
.

 ω ω 
ω =  ω ω 

I I
I I

I  (9) 

If polarization state of an input signal are de-
scribed by a bounded countable set of Jones vectors 
(6) and characteristics of polarization system are de-
scribed by a bounded countable set of Jones matrixes 
(9), polarization characteristics of an output signal will 
write down in the following form: 

( ) ( ) ( )2 1 .ω = ω ⋅ ωJ I J  (10) 

In an expanded form 
( ) ( )
( ) ( )

112 112

2 121 22

( ) ( )
.

( ) ( )
 ω ω    ω ω

= ⋅    ω ωω ω        

 

 

x x

y y

I IS S
S SI I

 (11) 

The Eq. (10) can be rewritten in the form: 
( ) ( )
( ) ( )

2 11 1 12 1

2 21 1 22 1

( ) ( ) ( );

( ) ( ) ( ).

ω = ω ⋅ ω + ω ⋅ ω

ω = ω ⋅ ω + ω ⋅ ω

  

  

x x y

y x y

S I S I S

S I S I S
 

(12) 
 

(13) 
The Eq. (2) can be presented the following ex-

pression: 

( )

( ) ( )

2 2

1

1( , ) exp[ ( )]
2

1 exp[ ( )]
2

∞

−∞
∞

−∞

= ω ω − ω
π

= ω ⋅ ω ω − ω
π

∫

∫

t z i t kz d

i t kz d

s J

I J

 (14) 
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IV. TRANSFER CONSTANT OF THE 
PROPAGATION MEDIUM 

 
At propagation of signals through the propaga-

tion medium its polarization characteristics randomly 
change, eventually this process affects quality of sig-
nal recept. Determination of transfer constant of the 
propagation medium gives its exhaustive characteris-
tics in frequency domain. 

The continued set of Jones vectors (4) contains 
full information about amplitudes S(ω) and absolute 
phases φ(ω) of spectral component of uniform plane 
EM wave. When the initial wave interacts with polar-
izing system these characteristics of EM wave change. 

Application of the two-port networks theory al-
lows to write down transfer constant of horizontal 
component of a plane electromagnetic field  

( ) ( )
( )

2

1
,

ω
ω =

ω







x
x

x

S
K

S
 (15) 

where ( )1 ω

xS  and ( )2 ω

xS  are spectral horizontal 
wave components of a signal on an input and a output 
two-port network. 

Similarly, the transfer constant of vertical com-
ponent of a plane electromagnetic field is defined as 

( )
( )
( )

2

1
,

ω
ω =

ω







y
y

y

S
K

S
 (16) 

where ( )1 ω

yS  and ( )2 ω

yS  are spectral vertical wave 
components of a signal on an input and a output two-
port network. 

Eq. (12) and Eq. (13) allow to transform Eq. 
(14) and Eq. (15) to the following forms: 

( ) ( ) ( )
( )

1
11 12

1
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,

ω
ω = ω + ω

ω
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x
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S
K I I
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 (17) 

( ) ( ) ( )
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1
22 21

1

( )
.

ω
ω = ω + ω ⋅

ω







x
y

y

S
K I I

S
 (18) 

If polarization spectrum of input signal and 
transfer constants of vertical and horizontal spectral 
components of the signal which has passed through 
the propagation medium are known, it is possible to 
define an output signal: 

( )

( )

1
2

1

( )1( , )
2 exp[ ( )]

( )1 .
2 exp[ ( )]

∞

−∞
∞

−∞

 ω ω ×
= ω+ 

π × ω − 

 ω ω ×
+ ω 

π × ω −  

∫

∫

 

 

x x

y y

S K
t z d

i t kz

S K
d

i t kz

s i

j

 (19) 

Determination of transfer constants of the 
propagation medium by means of the description of 
polarization characteristics of EM wave Jones's meth-
od will allow to solve a problem of correction of 
brought polarization distortions of a transmitted sig-
nal. 

 
 
V. CONCLUSION 

 
Researches of polarization transformations of 

signals leaned on vector model of a signal, polariza-
tion spectrum and the Jones matrixes defining polari-
zation properties of the propagation medium of the 
electromagnetic wave. In general elements of these 
matrixes are complex functions of frequency. 

Research of polarization distortions in the 
propagation medium of electromagnetic waves de-
mands equipment creation for measurement of these 
distortions and, probably, their automatic adaptive 
correction. As parameters which characterize polariza-
tion properties of the propagation medium transfer 
were defined transfer constants of vertical and hori-
zontal spectral components of the transmitted signal. 
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