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I. INTRODUCTION

The most comprehensible method, allowing to
model processes in real time and without a
methodical error, is the method of nonlinear
functional transformation of normal random process.
Mathematical expressions of algorithms of
modelling, the following from it, allow to parallelize
calculations at their realization on multiprocessing
COMPUTERS.

Advantages of this method especially began to
be shown at occurrence of modern multiprocessing
platforms and corresponding multitask  and
multithreaded  operational  systems of  type
Windows’95, Windows’NT (but not Windows’3.1)
[2]. The basic disadvantage of a method is great size
of the preparatory work, connected with calculation
of parameters of algorithms. Thus, it is required to
make decision in process of performance of
numerical calculations for separate private problems
that does practically impossible automation of
process of synthesis, algorithm of modelling.

In this work some new results on synthesis of
linear discrete filters of any order, which allow to
receive the closed analytical expressions for
calculation of coefficients of filters and by that,
completely to automate the most labour-consuming
part of a technique of synthesis of a method of
nonlinear functional transformation, are presented.
The presented algorithms are steady, focused on
statistical problems, their synthesis was made taking
into account the subsequent realization on the
COMPUTER that has caused their high efficiency in
comparison with known algorithms.

Il. MATHEMATICAL MODELS OF
RESULTED VECTOR NON-STATIONARY
PROCESSES AND ALGORITHMS OF THEIR
FORMATION

In the given work the method of synthesis of
discrete forming filters (DFF), now is used for
imitation of normal processes with set correlative-
spectral characteristics, is developed. The received

algorithms are mashinno-focused and represent the
general model of autoregress-sliding of an average.

Synthesized DFF contain variable coefficient
in time, i.e. allow to model non-stationary random
processes, but only such non-stationary processes,
which for Gauss processes normalized correlation
function depends on a difference of the arguments
and average value and a dispersion are any functions
of time. The given class of non-stationary random
processes has received the name of resulted non-
stationary processes.

For correlation function of resulted non-
stationary processes g(t)

Kg(tl’tZ)zmg(tl)mg(t2)+O-g(tl)o—g(tz) rg(ltl —t2|), (1)
where m_(t) and o'g(t) — mathematical expectation

and mean square deviation of process ¢ft)
accordingly, the known determined functions of time,
at modelling these functions rely to be known. We
will define normalized random process generated by
process ¢(t), in a kind

s = % 2

then mg(t)zo and Gé(t)ZI, and correlation
function of process &(t) is equal ré(ltl -t2|): r{:z(T),
i.e. process &(t) is stationary in a broad sense.

Therefore modelling of non-stationary resulted
process ¢(t)=m(t)+ o(t)&(t) is reduced to modelling

stationary in a broad sense process &(t) which

algorithm of formation is considered below.

Algorithms of modelling vector Gauss process
with any correlative-spectral characteristics are in
detail considered in the scientific literature. However,
complexity of these algorithms increases as far as
increase in the next settlement value, therefore these
algorithms are expedient for using for formation
small samples. On the other hand it is known, that for
modelling Markov processes it is possible to use
forming filters with final number of the coefficient,
considering the previous values of formed casual
process.

For approximations of correlation functions of
information signals and the stirring influences
meeting in practice, in particular at the description of
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mathematical models of entrance signals of onboard
control systems, it is enough to use correlation
functions of Markov random processes not above 4th
order. In the majority of cases in general researchers
are limited Markov sequences not above the second
order and it is caused not only aspiration to raise
efficiency of algorithm of modelling, but also
complexity of analytical methods of their synthesis.
However, at theoretical researches, for example in
other subject domains, algorithms of any order can be
necessary, therefore the method of synthesis of DFF
of any N th order is considered below, and the
subsequent this method is generalised on
multichannel DFF (MDFF).

Complexity of synthesis of DFF for modelling
of fluctuations of input signals of onboard systems is
generally caused by four major factors: multichannel,
non-Gaussian ~ processes, non-stationarity  and
discreteness. Last factor concerns the machine-
oriented algorithms. There is and simplifying factors:
similarity of correlation functions in each of channels
of the multichannel filter, symmetry of channels on
normalized characteristics and mutual correlation
functions, and also stationarity of normalized
processes, which simulate fluctuations of parametres
of reflected signals, i.e. modelled processes are
resulted.

Method of synthesis of non-stationary
nonlinear multichannel DFF (NMDFF) we will
divide on two parts: synthesis of channel linear DFF
(LDFF) for modelling of the normal stationary
process, considered in this subsection, and synthesis
of the interchannel matrix filter, providing set
interchannel correlation dependence, considered in
following subsection.

I11. METHOD OF SYNTHESIS OF THE
LINEAR DISCRETE FORMING FILTERS OF
ANY ORDER

Let's consider discrete transfer function of
recursive DFF N th order, which in a general view
can be written down as

N-1 _
bz
HE == 3)
- EaiZ-J ‘
j=1
where a=(a,,a,,...ay) and b=(b.b,...by) —
vectors of parametres DFF, U, — its output signal,
and & - discrete white normal noise with a zero
average and an single dispersion, & ~ N(O,l), z7' -
a delay on one step. From here output signal U, is
equal
N N-1 N
Uy = Zajz_juk + Ebiz_ié:k = Zajuk-j + 0y, (4)
j=1 i=0 j=1

where ¢, — the painted noise
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9y = Zbigk—i : )
=

There are many different ways of synthesis of
DFF on the set correlative-spectral characteristics of
output signal. The main from these ways is synthesis
of DFF on spectral density of a output signal by it
factorization, however this method in practice can be
applied successfully only for filters of the second
order (theoretically for filters of 4th order) owing to
the difficulties, arising at factorization of spectral
density as function of pseudo-frequency. The
methods of synthesis demanding the task of
correlation function in several points are developed,
however these methods, first, lead to DFF of very
high order, and secondly, they do not guarantee the
behaviour of correlation function of modelled process
out of an interval of the task of its correlation
function. Here is offered other method of synthesis of
DFF, materially, being intermediate between a
statistical method and the methods of synthesis
following from the theory of automatic control.

Let lattice function of output signal of DFF
equal fin| corresponds to Markov's process of N-th

order. It means, that next counted value U, should

depend only from N the previous values, that is can
be presented in the form of (4), and the algorithm can
be realised in the form of DFF with transfer function
of a kind (3). It is easy to notice, that average value

Gk:M[Uk]:O at any k, that is at any k U, can be
pre sented in the form of the sum of independent
random variables &,, j<k with distribution

~N(01).Or,as U, =M[U,|=M[U,]=U,,.,
N N-1
~ =M[zajuk—j+zbi§k—i]:
j=t i=0
N-1 N
Z [U\k—u]+ZbiM[f\k_i\FUjZa,
i=0 j=1

(6)

=

ofgaf

=1

N
But for [1—251]}&0, from here Gk =0.
j=1
Therefore
r\k—m\ =M [(Uk _UkXUm _Um)]: M [Uk 'Um]' (¥
Further, from (3) follows, that at
m<(k-N)k>N

M[u,g]= {U Zbgk }

N-1
- ;bi M [U mé-’:\m+N—i+d\ ]: 0,

As k=m+N+dandfork>m-+n,d >0,
from here the least index at V‘kfi‘ is equal
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(m+N-i+d)>(m+1+d)>m, therefore at

formation U, sizes V; with indexes smaller are

used, than at formation ¢, . From here follows, that
atn=0

N
M[UkU‘k_N_n‘ ]: M[Uk_N_n Zajuk_j} M[U‘k_N_n‘gk]:
=1
N N
=zaj M[U\k—N—n\U\k—j\ ]zzaj MNin-j =Nans
i= j=1

(10)
in particular, at n=0,1,2,..,N -1, we receive the
following system of the linear equations for
definition of vector

a=(a,a,,....ay)

fy  + hay, + o = Iy
hay + hayg  F 'N&y = Inao
fiady + NHpang + o+ g = Inego
fna@y + WNayg + o+ Oy = e
(1)
Or, input correlation matrix

rN,N—{U}”J—lz ,N  where C; =1 a

i+j+2)°
vector of free members Iy :(rN,rNH,...,rZN_l), a

vector of unknown parameters ay = (aN AN - .,al),

system of the equations (11) we will write down in
the matrix form

M -@n =N (12)
where ( )T — a transposing sign. Using Kramer's
formulas, we receive the decision

a, =detr() /detryy, (13)

where r,Q,L — matrix Fyy in which 1, the column, is

T
replaced with vector N

Now we will define vector
by = (bg.by»...by_; ). At first we will notice, that

N-1 N-I
Oy = M|:zbi§k—1:| = ZbiM Sa]=0. (14
0 =

And, designating through R, 2 M [gkgk,n], we
will receive, thatat 0 <n< N -1

N-1 N-1
M[gyGin] =Ry =M (Zbigk_i Izbjfk—n—iJ =
i—0 i—0

N-1N-1 k—n-1

b,b [fk—ifk—n—j]: ijbnﬂ"
=0

i=0 j=0

(15)

From here for definition of vector by we
receive system of the nonlinear equations

N-1
§ +F +o+B, =->F -R,
j=0
N-2
b + b, + -+ by = Zb,-b,-ﬂ = R,
N-i-1
B + b, + -+ By = 23, i = R
kbbN—l = RN 15
(16)
where R\,R,....,Ry_, — readout of lattice function of
correlation of painted normal noise
9i.R; =0, for j> N . We will find R0 for 1>0_ By
definition
=M[g,9i,]=

N N
=M [uk—Zajuk_j](uk_n—Zajuk_n_ij =
i=l i
N
:M[UkUk—n]_zajM[Uk—jUk—n]_
j=1

N
_ZaiM[UkUk—n—i]+

1
N
= z iYion) zaﬁ.mﬁzzauajr

=l = j1 " d‘7)_

- rn _zal (r\n—l\ +r\n+l\) Zzal j \n+| i
1=1

i=1 j=1

We receive, that at the assignment of
Markov's discrete normal random process of N th
order, with correlation function
r(nT) =r,,n=12,--, (T — a discretization interval),
the transfer function of DFF, forming this Markov's
process from normal discrete noise V, ~ N(O,l), is
defined by vectorsay and by, where vector ay is the

decision of system of the linear equations, and vector
by of a nonlinear equations, kind

Man =My, 1=0L..,N-1,

N
b|b|+I kz:ak(l K| +ﬁ|+k\)
=1
N N
> > aa, Mgs 1200 N1,

i=l j=1
(18)
The system from 2N equations (18) defines
task solution of synthesis of DFF, if as r(nT) is used
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normalized correlation function, then ry=1 and on

exit of DFF, whose coefficients are defined by
system (18), the discrete normal noise is forming,
representing Marcov's process of N th order with set
correlation function, a zero mean and an single
dispersion. DFF has standard structure and can be
presented as consecutive connection of two filters:
not recursive filter with the final pulse characteristic,
defined by vector by forming painted noise

Ok.k=12,..., with correlation function
Ro.Ri».., Ry_; and R, =0 at n>N (model of a

sliding average), and the recursive filter with the
infinite pulse characteristic, defined by vector ay on

which exit demanded random process U, is formed.

Worded process of synthesis of LDFF as a
matter of fact represents a technique of synthesis of
channeled LDFF for modelling normal proc esses
with the set correlative-spectral characteristics. This
technique is generalisation of techniques of synthesis
of the similar filters, as here are received expressions
for direct calculation of coefficients of the general
model of autoregress-sliding of an average , and in
the specified literature-only particular cases of
synthesis: autoregression or a sliding average (the
general method is only declared).

IV. CONCLUSION

The most comprehensible method, allowing to
model random processes in real time and without a
methodical error, is the method of nonlinear
functional transformation of normal randon process,
since mathematical expressions of algorithms of
modelling, the following from it, allows to parallelize
calculations at their realization on multiprocessing
COMPUTERS . The basic disadvantage of this
method is great size of the preparatory work
connected with calculation of parameters of
algorithms, thus it is required to make of the decision
in process of performance of numerical calculations
for separate private problems that does practically
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impossible automation of process of synthesis of
algorithm of modelling.

At modelling of the real processes describing
disturbing signal in the bench-imitating environment,
it is enough to be limited to resulted casual processes,
thus non-stationarity of modelled processes can be
considered by changing a mathematical expectation
and a dispersion of resulted process. Actually resulted
process is stationary in a broad sense, that allows to
use a method of forming filters for its modelling.

The method of calculation of coefficients of
forming filters developed in work, allows to count
coefficients for the general case of process of
autoregress-sliding of an average, that minimises
number of factors of the differential equation,
realizing this filter, and, hence, raises speed of
algorithm of modelling. The received closed
expressions for coefficients of filters allow to
automate process of its synthesis.
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