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Abstract

This paper addresses the operation of the medium access control layer of the contemporary high-speed ultra-wideband standard for wireless personal area data networks. The main features of the standard-defined multiple channel access are outlined and the focus on the randomized access scheme is set. A model of the system is then formulated which is relevant in streaming audio and video applications. A simple approach to calculate the system throughput for the two different acknowledgement policies is further shown which gives the estimation of the real channel throughput value. The obtained results are summarized and verified via simulation; the main contribution of the paper is finally discussed.
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I.  INTRODUCTION
Wireless communication is one of the key technologies that form the face of the modern civilization. Much progress have been done since the first introduction of the WiFi networking standard [1] in 1999 and now the whole branch of the wireless standards is available. They are commonly classified on the network scale basis into Metropolitan Area Networks (MANs), Local Area Networks (LANs) and Personal Area Networks (PANs). 
The advantages of the wireless communication are numerous and include flexible (ad-hoc) network topology and the mobile users support. Not surprisingly, more and more research is being performed in this area. In particular, the Medium Access Control (MAC) layer is frequently addressed as it provides the means of multiple access for a high population of users to the shared broadcast data channel.
This paper considers the MAC layer of the most recent high-speed Ultra-Wideband (UWB) standard [2] for wireless personal area networks which will be referred to as Standard below. The structure of the paper is as follows. The STANDARD DESCRIPTION section gives a brief summary of the Standard features and capabilities. In the SYSTEM MODEL section the most relevant standard parameters are highlighted and the system model is outlined. The main result of the paper is presented in the THROUGHPUT DERIVATION section. The OBTAINED RESULTS section presents the main observations which are then verified by the simulation. Finally, the CONCLUSION section summarizes the main contribution of the paper.
II.  STANDARD DESCRIPTION
The Standard offers a good variety of mechanisms to provide the efficient multiple access for a reasonably high (the order of ten) number of users. The two basic channel access schemes the Standard implements are the Distributed Reservation Protocol (DRP) and the Prioritized Contention Access (PCA). While the DRP is a form of a well-known Time Division Multiple Access (TDMA) mechanism on the reservation basis, the PCA is a purely Random Multiple Access (RMA) scheme. When the input user traffic intensity is low enough the TDMA scheme (and the DRP in turn) is known to have the expected message delay unreasonably higher than that of its counterpart [3]. However, when the RMA (and the PCA in turn) is chosen the so-called message collisions are possible which occur when two or more transmissions from different users coincide in time. Clearly, collided messages may need further retransmission which is also a subject to the PCA rules.
The current paper concentrates on the PCA access since the DRP implementation requires the developer to adopt some reservation policy which is out of scope of the Standard. The PCA scheme specifies four increasing traffic priorities a user may choose between: Background (BK), Best Effort (BE), Video (VI) and Voice (VO). Every priority (or, equivalently, Access Category, AC) has its specific parameters that are defined in the Standard and will be addressed below. 

Once a data message is generated by a source user (sender) it is tagged with a priority value and is transmitted to the broadcast channel according to the PCA rules. The three types of acknowledgement policy that is necessary to verify the successful message receipt by a destination user (recipient) are defined. They are the No-ACK policy when an acknowledging message is never sent by a recipient and a sender considers all its transmissions to be successful, the Imm-ACK policy when a recipient sends an acknowledgement immediately upon successful receipt of a message with a Short Inter-Frame Space (SIFS) delay only and the B-ACK policy when an acknowledging vector is sent in response to a message block transmitted by a sender. Note that the B-ACK policy is parameterized since a sender should specify the block size to acknowledge. This value is not specified in the Standard and thus is implementation-dependent. To avoid implementation issues only the No-ACK and the Imm-ACK policies will be considered.
A sender may decide to use an optional Request To Send / Clear To Send (RTS/CTS) mechanism and to transmit a short RTS message prior to any data messages analogously to [1]. The recipient should then respond with a CTS frame to ensure no collision will occur in the following message transmission. The RTS/CTS message exchange also eliminates a ‘hidden terminal’ problem when two users cannot ‘hear’ each other but are ‘heard’ by a third user. However, the RTS/CTS introduces additional channel overhead and therefore reduces the resulting throughput. For this reason the mechanism is not considered here.
The most interesting feature of the Standard is the channel timing structure. The overall channel time is broken into so-called superframes of the equal duration. A superframe is a portion of channel time which is subsequently composed of two consecutive periods. In a Beacon Period (BP) only the service messages (beacons) are sent which contain the necessary channel management information. Each active user that participates in the channel access sends its beacon in the BP. The BP size changes accordingly to the number of the participating users. The first two beacon slots (or, equivalently, signaling slots) are left empty to ensure that new users can join the existing group. The BP is followed by the data period in which data messages are transmitted according to the PCA rules. Every user is supposed to know exactly the BP Start Time (BPST) which is the start of a new superframe. This knowledge allows for the user synchronization on the superframe basis. A snapshot of the channel operation is presented in Figure 1.
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Fig. 1. A channel operation snapshot
III. SYSTEM MODEL
The main purpose of this paper is to introduce the way to estimate the channel throughput. The throughput here is defined as the ratio between the portion of the channel time during which the useful data is transmitted and the overall channel operation time. In [4] a precise way to estimate the throughput is shown for the WiFi standard [1] which considers the so-called saturation conditions. Under the saturation conditions the user message queue is considered to be always non-empty, i.e. a user always has a message to transmit. Clearly, the saturation conditions define the worst possible channel scenario. However, the way to estimate throughput in [4] which can be adopted for the Standard is computationally intensive since it requires solving a non-linear system of equations.
A way to simplify the procedure of calculation the throughput estimation is clearly a non-trivial task. However, when a particular case of the two channel users operation is considered the estimation derivation is straightforward. The use case for a considered scenario is as follows. Let the system consist of two users sharing the broadcast channel. Let one of the users be a data recipient and transmit no messages except for its beacon in the BP. The other user is a data sender that transmits data messages in saturation conditions. The discussed scheme is a very common one, for example, in the streaming video or audio transmission applications.
A noiseless channel is also considered which implies that the message is received successfully if and if only no collision occurred in the channel. The PCA access rules are defined in the Standard to control message transmissions and retransmissions and to reduce the probability of a collision. The mentioned rules are the generalization of the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol from [1] for the four traffic priorities. The rules of the PCA mechanism for one traffic priority are known as the truncated binary exponential backoff (BEB) conflict resolution protocol which is a part of CSMA/CA. They may be briefly summarized as follows. 
Should a user obtain a message that is ready for transmission it starts to monitor the channel and determines whether it is busy or not. If the channel in not sensed busy during some Arbitration Inter-Frame Space (AIFS) interval the user transmits a pending message immediately. Otherwise, the user monitors the channel until it is not sensed busy and performs a so-called backoff by setting the backoff counter value as described below. If a collision is sensed (no immediate acknowledgement returned within the SIFS time after the message transmission) the user also delays the further retransmission for some future time by setting a new backoff counter value. 

The value of the backoff counter is sampled uniformly in the range 
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 is the current value of the contention window. The backoff counter value is decreased by unity after the channel is not sensed busy for AIFS and afterwards every time the empty slot is detected and remains unchanged (‘frozen’) otherwise (in case of collision or success). When the backoff counter reaches zero a user transmits. In the initialization stage and every time the transmission is successful the user sets its 
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 value to the predefined constant 
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. In case of collision the contention window value is doubled until it reaches the upper bound of 
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 to stop growing. Note that if the No-ACK policy is used then the transmitting user believes its every message to be successful. Therefore, 
[image: image7.wmf]W

 value is never increased and remains equal to 
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 throughout this user operation.

One important innovation that extends the classical formulation of the BEB protocol is the transmission opportunity (TXOP) concept. A TXOP is the amount of time for which a user may ‘capture’ the channel and within which it transmits its messages with an interval of SIFS only and without performing a backoff. More specifically, a user transmits pending messages, if any, until all of them are transmitted successfully, collision is sensed, or it reaches a given TXOP limit. In every outcome a user backoffs according to the BEB rules. Note also that in the No-ACK case since a collision cannot be sensed by a user it may utilize all the channel time within TXOP limit if there are enough messages queued. Each traffic priority is defined by the specific values of AIFS, 
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 and TXOP limit.
Summarizing the model is based on the following assumptions: single data sender, saturation conditions and the noiseless channel. One can expect that the throughput value for this system is the upper estimation for the throughput of a real channel operation. This proposition is proved wrong in the OBTAINED RESULTS section.

IV. THROUGHPUT DERIVATION
The basic idea of the throughput calculation for the considered system is to notice the cyclic behavior of the sender during the channel access. According to the PCA rules after the channel is not sensed busy for the AIFS interval, the user decrements its backoff counter and finally obtains the TXOP in which it transmits the maximum of its queued messages before it reaches the TXOP limit. The cycle then repeats and is depicted in Figure 2. Note that since no collision is possible (the channel is noiseless and the sender is single) no contention window increase is performed and the current contention window value 
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 for the given traffic priority (AC) is always equal to its minimal value  
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 Fig. 2. The structure of a cycle
Note also that the BPST time of each superframe may be considered as the regeneration point for the above cyclic process since no messages are transmitted during BP and the backoff counter is ‘frozen’. This regeneration allows to state that the throughput value for an arbitrary superframe 
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 will be the same as the corresponding value for the lengthier channel operation. In other words, only one superframe may be considered to calculate the throughput of the system 
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In order to derive the 
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 value the AIFS interval, backoff time and TXOP duration should be calculated. The former is given by the formula in the Standard:
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where 
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 are the Standard-defined constants and are specified in Table 1.
Table 1
The Standard-defined parameters
	Parameter name
	Denotation
	Value

	Contention window value 
	
[image: image22.wmf]min

[]

[]

WAC

WAC

=

=


	
[image: image23.wmf]{,,,}

ACBEBKVIVO

=



	
	
	
[image: image24.wmf]{15,15,7,3}

W

=

 slots

	Arbitrary Inter-Frame Space
	
[image: image25.wmf][]

mAIFSAC


	
[image: image26.wmf]{,,,}

ACBEBKVIVO

=



	
	
	
[image: image27.wmf]{7,4,2,1}

mAIFS

=

 slots

	Slot duration
	
[image: image28.wmf]pSlotTime


	9 
[image: image29.wmf]s

m



	Short Inter-Frame Space
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	Transmission opportunity limit
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	Acknowledgement duration
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	Superframe duration
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	Beacon slot duration
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	Modulation parameter
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The backoff time is a random variable since the backoff counter value is sampled uniformly from 
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 but its mean can be easily obtained since 
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where 
[image: image47.wmf][]

WAC

 indicates that the backoff window value depends on the priority (AC) of the traffic.
The next step is to calculate the duration of the TXOP which is constant since no collisions are possible and does not exceed 
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 (see Table 1). It is as follows in the No-ACK case:
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where 
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 is the number of messages within a single TXOP and 
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 is the message transmission duration. The TXOP value for the Imm-ACK case can be obtained analogously regarding the fact that additional time of 
[image: image52.wmf]ACK

TpSIFS

+

 is spent for each message transmission. 
[image: image53.wmf]TXOP

Q

 for the No-ACK case is given by the following equation: 
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The result for the Imm-ACK policy should account for the same 
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The sought throughput value is calculated as:
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where 
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 is the superframe duration (see Table 1), 
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 is the data transmission duration which is equal to 
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Taking into account (1) – (3), 
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 since there are two empty signaling slots, a sender beacon and a recipient beacon in the BP. Finally, 
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 are calculated taking into account the physical layer parameters of the Standard. Omitting insufficient details one can write 
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 is the message length in bytes, 
[image: image70.wmf]R

 is the data rate and 
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. Substitution of these parameters into (5) finishes the derivation of the throughput.
V. OBTAINED RESULTS

The first interesting result covers the behavior of the throughput estimation 
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 for the No-ACK and the Imm-ACK policies as the message length 
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 increases (see Figure 3). Note that the throughput generally grows as the sender transmits the longer and longer messages until a certain point is reached when 
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 drops down to zero. It corresponds to the situation when no message can be transmitted within a single TXOP as it exceeds 
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. Note that the Standard-defined maximum message length is 4095 bytes, which is higher than the indicated threshold. The Standard considers this situation and the PCA rules state that exactly one message will be transmitted in this case, which will ensure a non-zero throughput. However, in practical applications setting message length to a value that exceeds the indicated threshold is not reasonable.
Of particular interest are the ‘drops’ of the both 
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 curves in Figure 3. They happen as the message length increases up to a point when one less message can be transmitted within a single TXOP (
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 is decremented by unity). But as the length continues to increase the new throughput value grows higher until the next drop, etc., until the final drop as discussed above.
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Fig. 3. Theoretical throughput 
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 for one sender vs. message length 
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Note also that while the behavior of both curves for the No-ACK and the Imm-ACK policies is very much the same, the latter throughput is lower. It corresponds to the known fundamental result [5] which states that when no collisions are possible the Imm-ACK policy introduces only the overhead since the acknowledgement is redundant. But when the collisions begin to occur (which is the case of multiple senders that compete for the shared channel) the No-ACK performance degrades dramatically (see Figure 4) and the Imm-ACK policy shows better performance. 
The case of multiple senders also demonstrates the curious fact that despite expectations the obtained throughput value is not the upper estimation for the practical channel operation. Firstly, one can see a very good accordance of the theoretical 
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 and the simulation results. Secondly, as the number of senders increase, the simulation throughput rises above the derived 
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 and then drops below. The explanation lies in the random nature of the channel access protocol operation. Indeed, in case of multiple senders the average backoff time (
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) value can be shown to be less than in case of the only sender. Summarizing, when there are a few senders in the system they can achieve higher throughput than when there is only one sender (with a distinct maximum in case of 2 senders). 
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Fig. 4. Theoretical throughput 
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for one sender vs. simulation results for the different number of senders. 
[image: image88.wmf]L

= 1000 bytes, BK priority, 
[image: image89.wmf]R

= 53.3 Mbps
Finally, in Tables 2 and 3 the theoretical limit to the actual data rate (equal to 
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) for the one-sender system is given (for the No-ACK and the Imm-ACK policies respectively). The results show that as the transmission rate increases the theoretical limit grows but the speed of growth slows down as the overhead of 
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 when the most part of the channel time is wasted. This indicates that setting a high data rate may be impractical especially since the probability of a bit error in the data channel (which was not addressed as the channel is assumed noiseless) is proportional to the data rate. However, remember that the actual rate limit may be higher in the case of, for example, two senders.
Table 2
Theoretical rate limit for the No-ACK policy

	Data rate (
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), Mbps

	Priority
	
	53,3
	80
	107
	160
	200
	320
	400
	480

	
	BK
	33,4
	50,9
	64,5
	83,8
	98,7
	133,3
	146,8
	157,2

	
	BE
	35,3
	53,4
	67,0
	88,2
	103,1
	139,7
	153,7
	164,6

	
	VI
	43,2
	61,3
	77,6
	102,8
	120,8
	158,9
	176,6
	191,6

	
	VO
	40,6
	59,1
	73,1
	98,6
	113,7
	154,4
	169,3
	183,2


Table 3

Theoretical rate limit for the Imm-ACK policy

	Data rate (
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), Mbps

	
	
	53,3
	80
	107
	160
	200
	320
	400
	480

	Priority
	BK
	30,4
	41,9
	52,1
	64,9
	71,8
	91,5
	95,2
	100,9

	
	BE
	32,1
	44,1
	54,6
	68,0
	75,5
	95,1
	99,6
	105,8

	
	VI
	38,3
	51,2
	62,1
	77,9
	88,6
	109,5
	115,2
	120,6

	
	VO
	36,3
	47,2
	60,6
	74,2
	82,8
	104,2
	109,9
	116,7


VI. CONCLUSION
In this paper one of the modern networking standards for personal area data networks has been considered [2]. The medium access control layer operation has been addressed and a relevant description of the standard was given. Some of the features, such as the user message priority and the acknowledgement policy were highlighted to form a system model. The approach of [4] is discussed, where the throughput of the system may be estimated, which is however a computationally intensive task. 
It is shown that by assuming simpler conditions of the channel operation one can write the throughput value in a straightforward manner. The key simplification is a consideration of the only data sender and only data recipient in the system, which is a typical scheme for streaming audio and video applications. Based on the additional assumptions of the saturation conditions and the noiseless channel, the throughput value for the system has been derived.
The obtained theoretical results show a distinct value of the message length that decreases the channel throughput dramatically. The calculated throughput value is then compared with simulation and show a very good accordance. The system behavior when the number of senders increase is considered further. It is shown that the channel performance of the unacknowledged access scheme seriously degrades as the number of senders grows. By contrast, the performance of the acknowledged system is more stable. Interesting result is that when the number of senders is sufficiently small (i.e. two or three) it results in a higher throughput that in case of the only sender. Finally, the prediction on the achievable data rate for the two acknowledgement policies is given.
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