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Abstract
This paper discusses a new method of solving the non-trivial problem of machine vision, which currently stands in the way of large-scale implementation of autonomous robots. Unlike traditional methods, which are based on one or two image analysis, this method analyzes three images. It is multi-layered, that means that it allows the transition from complex images to much more simple virtual 3-dimensional forms, and then to the simple abstract entities. It transitions the problem that seems unsolvable, to a set of simpler tasks, which can work in real time already today. That way can be surely called 'the silver bullet' for all issues in machine vision.
I. INTRODUCTION
Smart automated systems are implemented in every possible area of human activities. In some areas they do they same work that hundreds of  people did before; in others they become essential for a man's life. For the last several decades industrial automation has made big progress and automatic robots now work at nearly every factory where they often increase productivity 20-50 times thereby increasing efficiency and profits. But still we can see dozens and even hundreds of factory workers doing simple tasks, but the way to accomplish them fluctuates. Attempts to automate their work did not succeed because the quality of the robots work in this application is very low and the error rate is high. Companies are disappointed and loosing the belief in the feasibility to automate that type of labor. They solve the factory labor problem by moving factories to countries with cheaper labor, though that makes a set of other problems.
What hampers the automation of the factory workers’ labor? The problem is that the way to accomplish a task fluctuates in real conditions. Modern robots work using strict algorithms, seeing the environment only through a set of sensors that can't see all the possible issues and be affordable at the same time. If something goes wrong the system can't react properly; and situations occur regularly where the factory workers’ labor can not be automated. For example, the packing/unpacking problem is that nobody knows how details lie in the package after transportation, and it’s hard to predict how packaging will go.  Human being just sees the detail and handles it accordingly. For a robot to perform this kind of work it must know exactly where the detail is located and how it’s orientated. It’s enough to solve the following problems for that: objects’ recognition and object’s special coordinates' calculation, but the truly universal solution must be found. If one can solve the first problem than the second problem can be solved easily by using stereo vision. Scientists have been working on object’s recognition for more than 30 years. If one ask a specialist in that field “is there an universal solution that lets robots see as well as a man does?,” the true answer will be “No, due to the facts that computers are not fast enough yet, every problem requires individual solution and the systems are not stable enough.” 
In the article you will find the description of the method that gives comprehensive understanding that “Yes, it is possible already today” based on real result.

II. OVERVIEW
The traditional way works with flat images, and tries to find a target object on the image, and then calculates the position and orientation of the object. Working with flat images it faces most non-trivial problems of machine vision: appearance of the object depends on the object’s position and orientation. To go through that problem the traditional way offers to keep all the possible appearances of the object in a database - that makes the way not universal. There are other problems like lighting and intersecting objects, that lead the way to faults, because it’s not possible to take into account the lighting or presence of an object in front of the target object. This makes it impossible to solve the problem using the traditional way.
There are also ways to represent images as a set of contours by using edge detectors. It allows us to almost get rid of the lighting’s complexity, but problems of intersecting objects and dependency of contours’ shape from the object’s orientation exists and even getting worse, because the Edge Detector destroys information that might help.
The author’s method works differently. Using stereo vision, it calculates the position of every point of each image that might be useful, then in the calculated 3D set of points, or 3D scene, it looks for the target object. So, it solves the problem of dependence between the orientation of the object and its appearance, because it’s obvious that the 3D shape of the object’s surface doesn’t depend on its orientation.
It solves the problem of intersecting objects, when an object stands in front of the target object at the image, and they become like one object, making it’s impossible to recognize the target object in real conditions using traditional ways. When we deal with 3D object’s surfaces, the influence of the object that stand in front is only that the method calculates smaller surfaces, but the objects are clearly distinguished by special distance between them in the 3D scene.

III. DESCRIPTION
Three cameras receive three images of a local environment from three different and fixed points of view (layer 1). Every image is processed with an edge detector to get rid of the lighting problem (layer 2). Then the images are compared between each other, i.e. for every point on one of the images the method looks for the same point at the other images. Based on stereo vision, or seeing a scene from different points of view, it calculates the distance to all of them. Finally, it produces a 3D virtual scene that’s the representation of the real one that it sees through the cameras (layer 3).
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The recognition of the objects in the scene is based on the obvious fact that distances between the 3D points don’t depend on the point of view or objects’ orientation.

It’s just enough to compare two sets of 3D points: an object from the scene and a target object in the database. There’s no problem to receive the target object’s set of points. Almost every factory has measurement tools for that, like a laser scanner, a touching device, or the suggested method.

Analysis of the sets’ orientation allows the calculation of the target object’s coordinates in the real environment. These coordinates navigate the robot to take the object, or detail.

[image: image13.jpg]


[image: image14.jpg]


[image: image15.jpg]


[image: image5.jpg]



[image: image16.jpg]


[image: image17.jpg]


[image: image18.bmp][image: image6.jpg]



[image: image7.jpg]



[image: image8.jpg]





Representing a real environment in a 3d virtual scene allows the development of a reliable process control system. 

It can be simple, like a comparison of a 3d scene of the normal process, stored in a database, and the current 3d scene, that represents the current environment. If there is something present or absent in the current 3d scene then the system sends the proper signal. 

It can be complex, for example it can use AI to analyze objects in the 3d virtual scene, and this is much easier than to analyze the images themselves.
The method solves the problem of robot’s navigation for tasks with possible fluctuation, and it can perform process control at the same time. These two problems are needed to be solved to replace factory worker’s labor, as it was told in the beginning of the article.
The set of three cameras and computing device is the minimum complication. More complex systems can be made of these blocks that are connected through a common virtual 3d space.
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IV. CHARACTERISTICS

This technology provides following advantages: independence from lighting – the second derivation of the images is used; independence from scene – the system’s geometrical principles are similar in any scene; independence from the object's position and orientation, even if there are intersected objects in a scene – the system rebuilds the 3D scene; independence from the target object – it does not use the object itself but the set of points; independence from the distance to the object – camera zoom can be used (it is already a real-time system - 0.04s per set of three frames). High reliability, thanks to the acceptable price and the features of the system, allows the addition of extra camera (e.g. four cameras instead of three) to make the system tolerant to camera fault.
The system is also compatible with any image processing methods and can be improved by them. There’s no theoretical limit for this method’s improvement. To suit a given task, the system can be customized by using cameras with higher resolution, a more complex Edge Detector, more complicated algorithms to rebuild the 3d scene, etc.
V. SCIENTIFIC POINT OF VIEW
It’s very interesting to look at the method from a scientific point of view, and to talk about terms that are used in the filed of machine vision, because the method changes the meaning of some of them. 

That method changes the meaning of the term ‘object’. The term ‘object’ traditionally means a target object, or an object that we have all necessary information about. As we could see, the method treats the term ‘object’ as a set of 3d points that determines a shape of an object’s surface. The method does not take any data from a database until there's necessity to know if a current object is the target object or not. It’s very convenient because in everyday life we can’t have information about every possible object there. At the same time we are able to find a particular object that is stored in the database. It’s similar to radiolocation when we see an object on a screen first and only then do we recognize what it is by its distinctive features.
The second interesting feature is that there’s no term ‘parameter’ for the target object. In the traditional way, these parameters are set manually and individually for each task. We use the parameters because we must process a huge amount of data, received from the images, about millions pixels per image. The parameters are used to distinguish the object at the image.

The method compares surfaces of the objects in the virtual 3d scene that consists of nearly 20.000 points and each object (500 - 3000 points) is regarded individually. It’s obvious that the surface of an object is the most distinctive parameter of the object; but it’s possible to use other manually set parameters if it’s required, of course, for example a color.
It’s important that any kind of source images can be used: infrared images, night vision, even an electron microscope. It’s important for the rays to suit the law of direct distribution. There are no changes that are required to do in any layer of the system but the first one. 
VI. OUTLOOKS

The method can be used not only in industry, but in other fields where vision itself must be used to automate a task.
For example, the system can be used as a driver’s assistant and look about the road situation constantly, informing the driver about dangerous objects at the road. It’s especially valuable in difficult whether situations. Night vision cameras or the images’ filtration can be used to suit the requirements. Using AI, the system can analyze the complex road situation, and save people’s life when the driver can’t make a decision. Due to the fact that AI itself does not work with the images, but with the 3d virtual scene, the development of AI is similar to the creation of AI in virtual simulators or computer games. There’s a lot of experience in this field to make the system reliable.
It’s possible to develop a human being recognition system based on the method. The method doesn’t care what kind of object to recognize - it can be a face too. Thanks to the independence from the point of view and other problems, the system can suit one of the most significant criteria of identification system – minimum assistance from a man. It can identify a man in a crowd, thanks to the independence from intersecting objects, and the man even might not know about it.
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It’s easy to find an application of the method in other fields.

VII. CONCLUSION

So, we can see that the system solves every issue that stands in the way of machine vision.

The method is a bridge between virtual simulation and the real world. It’s a step that will make robots as common as computers are today.
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